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1. INTRODUCTION

Two decades ago, theoretical model calculations played a truly
minor role in understanding mechanisms of redox-active
metalloenzymes. Themethods available to treat transition metals
were either not accurate enough ormuch too slow for meaningful
applications. The chemical models for the treatment of enzymes
were also underdeveloped. This situation changed due both to
developments of methods and to insights from applications.
First, fast density functional theory (DFT) methods were
developed to a stage where the accuracy was not far from that of
the most accurate, but much slower, ab initio methods for
molecules containing first-row atoms. The introduction of
density gradient terms for the exchange part and of fractions of
exact exchange were major improvements.1 During the first years
of applying these methods it was soon realized that the accuracy
was often quite reasonable also for transition-metal complexes.2,3

The second important reason for the progress in this area came
from a decade of experience using small models for treating

Special Issue: 2014 Bioinorganic Enzymology

Received: July 19, 2013
Published: January 13, 2014

Review

pubs.acs.org/CR

© 2014 American Chemical Society 3601 dx.doi.org/10.1021/cr400388t | Chem. Rev. 2014, 114, 3601−3658

Terms of Use

pubs.acs.org/CR
http://pubs.acs.org/page/policy/authorchoice/index.html
http://pubs.acs.org/page/policy/authorchoice_termsofuse.html
http://pubs.acs.org/action/showImage?doi=10.1021/cr400388t&iName=master.img-000.jpg&w=143&h=143


transition-metal complexes. Among other things, it was
surprisingly found that many aspects of the mechanisms of
large organometallic complexes could be understood, at least
qualitatively, using quite small models. Individual reaction steps
including transition-state structures turned out to be quite
insensitive to the size of the model.
Two, originally quite different, approaches have been

developed and used to study mechanisms of redox-active
metalloenzymes. In one approach, the cluster model, the
experience is used that even small quantum mechanical models
can capture the main features of a mechanism. The first DFT
application using this model for a mechanism of a redox-active
enzyme was made in 1997 for methane monooxygenase
(MMO).4 In the other approach, the entire enzyme is treated
with a small core described quantummechanically, while the rest
is described by molecular mechanics, the quantum mechanics/
molecular mechanics (QM/MM) model.5 The first application
using QM/MM for a redox-active enzyme mechanism was made
in 2000 for galactose oxidase.6 Over the years, both approaches
have been developed from their original form. Nowadays, QM
cluster models are often quite big, with more than 200 atoms, and
larger and larger QM parts are used in the QM/MM approach. In
this way the results using these approaches have converged
toward each other. Results from both types of modelings will be
described in this review. As shown below, the QM cluster
approach has so far been the by far most commonly used way to
treat mechanisms of redox-active metalloenzymes.
At the present stage, theoretical model calculations must be

regarded at least of equal importance in determining mechanisms
for metalloenzymes compared to traditional spectroscopic
techniques. The latter have the obvious advantage that they are
applied on the actual system, but they have the disadvantage that
interpretations are quite often extremely difficult. In both
approaches, the accuracy of the results obtained has to be
guaranteed. In theoretical modeling, not only the method but
also the modeling of the real system has to be accurate. After
nearly two decades of experience, the understanding of the
limitations and applicability of different models has grown and
reached a mature stage. This may even be claimed to be the most
important development in this area.
The present review has its main focus on the mechanisms of

redox-active metalloenzymes. Therefore, computational results
on structural and spectroscopic issues which are not directly
related to the mechanisms are only rarely treated. There are also
some results for metalloenzymes that are not redox-active, such
as the section on zinc-containing enzymes, since the modeling
aspects are similar. It should finally be mentioned that all results
present in the literature cannot be discussed, and some selection
has been made. For example, there are many rather recent
reviews on more specialized issues, which summarize the results
obtained at that stage. In those cases only the more recent results
and the main earlier findings are discussed. Furthermore, the
sections on the different topics are more or less extensive,
reflecting the expertise of the authors.

2. METHODS AND MODELS
As described in the Introduction, the cluster approach for
modeling enzyme reactions uses a limited number of atoms taken
out of the enzyme to represent the active site. All atoms in the
chosen cluster are then treated quantum mechanically at the
highest possible level, which so far has mainlymeant hybrid DFT.
For enzymes containing transition metals, this model has been in
use for about 15 years,4 with gradually larger clusters being

employed. Even though more and more of the main effects are
taken care of by models with a size of 200 atoms, it is not unlikely
that there exist situations where groups outside the model can
make significant contributions. How the surroundings of the
active site are treated in different approaches will be described
below.
In the early stages of modeling enzyme reaction energetics, it

was considered necessary to include a large part of the enzyme for
a realistic description. In the beginning of the 1990s it was
normally concluded that small cluster models are not very useful
since they neglect the effects of the surrounding protein and
solvent.7 A natural way out of this problem was to treat the rest of
the enzyme using a simpler, normally classical, description, which
was done in the QM/MMmethod.5 For a recent comprehensive
review on QM/MM methods for biological systems see ref 8.
An even simpler way to treat the surrounding enzyme than to

use the QM/MM method is to use a continuum representation.
In its simplest variant (not used anymore) the quantum chemical
cluster is placed in a spherical cavity surrounded by a polarizable
continuum with dielectric constant ε. With a cavity of radius R
and point charge q, the interaction energy between the cluster
and the continuum has the analytical solution

ε ε= −E q R[( 1)/2 ] /q
2

This is the so-called Born model from 1920. An extension to the
case of point dipole μ leads to the Onsager model with the
analytical solution

ε ε μ= − +μE R[( 1)/(2 1)] /2 3

Interaction energies for more elaborate charge distributions and
cavity forms can today be easily obtained, although not
analytically. Normally, the cavity is defined by an interlocked
superposition of atomic spheres with radii near the van der Waals
values. In most of the applications discussed here, the interaction
energy is obtained by solving the Poisson equation self-
consistently using a charge distribution from the cluster in a
quantum mechanical description. This is termed the self-
consistent reaction field (SCRF) method. There are a large
number of different variants of these methods in use; see, for
example, reviews in refs 9 and 10. In our experience, relative
effects on the potential energy surfaces are not sensitive to the
method used, at least in cases where the effects are rather small. If
charges in the continuum part outside the cluster model are being
considered, the Poisson−Boltzmann equation has to be solved
instead, using an electrolyte with a certain ionic strength. For
applications on enzymes with transition metals, see, for example,
ref 11.
During the first years of using the DFT-cluster model for

metalloenzyme reactions, experience was gathered for rather
small cluster models of 30−50 atoms using the simple dielectric
cavity method with a dielectric constant of 4.0 for the
surrounding enzyme.12 It was concluded that when there are
no long-range charge separations involved in the reaction
studied, the effects of the surrounding medium on the reaction
energetics are generally small, on the order of 1−3 kcal/mol. This
was shown in detail in a model study on manganese catalase.13

This was a quite surprising finding at the time, since the effects of
the surrounding enzyme were usually considered extremely
important; see above.7 For applications on more demanding
reactions involving large charge separations, see further below in
the context of cluster size convergence.
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The most difficult situations to describe with the cluster model
are undoubtedly the cases where the model changes its charge,
such as in the calculations of redox potentials and pKa values.
Somewhat ironically, these values would otherwise be the most
natural points of comparison to experiments, since there is a
wealth of experimental information available. It is easy to see that
a change of charge gives rise to a very long-range response from
the surrounding medium. If the simple Born formula above is
used with a dielectric constant of 4.0 and a model with a radius as
large as 5 Å, the contribution from outside the model to the redox
potential would still be around 20 kcal/mol. This is a too large
effect to be accurately described by a simple dielectric cavity
model. Even more importantly, these models assume homoge-
neous surroundings. It is well-known that enzymes use
inhomogeneously positioned charges to optimize redox
potentials and pKa values for their purposes.

14 Even if dielectric
effects are included, the errors can therefore still be 5−10 kcal/
mol. For transition-metal complexes in solvents such as water
and acetonitrile, Friesner et al. have obtained good agreement
with experimental redox potentials with errors of 0.1−0.2 V,
using a seven-parameter model.15

For the calculation of redox potentials of metalloenzyme
systems, the group of Noodleman had the largest experience
during the early years of DFT-cluster modeling.11 They used
Poisson−Boltzmann-based methods, where the model was
partitioned into three regions. The cluster region used ε = 1.0
and the outermost bulk region ε = 80.0. The intermediate protein
region used ε = 4.0 and a partial charge representation of the
protein. Not counting the inherent error of the DFT method,
they claim an accuracy for redox potentials normally within 0.2 V.
Different versions of the QM/MM method, where no dielectric
constant is used for the protein region, have also been used by
several groups to calculate redox potentials; see, for example, ref
16. They use their QTCP (QM/MM thermodynamic cycle
perturbation) approach and claim an accuracy almost entirely
limited by the DFT method used. Worth mentioning among
other methods is the protein dipoles Langevin dipoles (PDLD)
model, which has been used to calculate relative redox potentials
of transition-metal redox couples in enzymes but with a classical
description of the active site; see, for example, ref 17. None of
these methods have been used for obtaining the energetics of
entire catalytic cycles.
For many of the studies discussed in this review, an entirely

different method was used for obtaining the energetics when
protons and (or) electrons leave (enter) the active site.18−23 In
contrast to the other methods mentioned above, this method is
built on the fact that entire catalytic cycles are calculated. In the
systems where this method is applicable, the electron donor
(acceptor) to (from) the active site is the same for all steps in the
cycle. The same requirement holds also for the proton donor
(acceptor). This is not as severe a restriction as it may seem, but is
rather the most common situation for metalloenzymes. The
method has, for example, been successfully applied to important
enzymes such as photosystem II (PSII) in photosynthesis and
cytochrome c oxidase(CcO) in the respiratory chain. A key point
of the method is that the total driving force for the catalytic cycle
is taken from experimental redox potentials. These values can in
most cases be obtained from standard textbooks. The calculation
starts by the evaluation of the relative gas-phase energies for
removing (adding) a proton/electron couple from (to) the active
site. In PSII and CcO this means four and in hydrogenase two
relative energies. Since the charge of the active site remains the
same in all these processes, the effects of the surrounding enzyme

should be small, typically only a few kilocalories per mole, and
can be added to the relative values using a simple solvation
model. With this information, there is only one way to fit the
calculated values to the experimental driving force. Together
with the chemical steps, this defines the major part of the
potential surface. As a corollary to this insight, it can be
concluded that the surrounding enzyme cannot significantly
modify these energy levels of the potential surface by using
charged amino acids around the active site. However, it is often of
interest to also obtain individual redox and pKa values during the
reaction. This requires the use of one, but only one, additional
experimental value. Any energy value related to the potential
surface can be used. For example, in PSII the details obtained
accurately from experiments for the beginning of a single S
transition were enough to determine all absolute redox potentials
and pKa values during the entire cycle.

24 Three major advantages
with themethod are that a detailed knowledge of the surrounding
enzyme is not necessary, the calculations are guaranteed to give
the right driving force, and the donors (acceptors) involved do
not have to be considered at all. Unlike the other methods
discussed above, the method will also partly correct errors of the
DFT method, since it uses an experimental driving force.
The quantum chemical cluster approach for modeling

enzymatic reactions has been described in detail in recent
reviews.25,26 It is, however, important here to recapitulate some
of the most important features of the approach, to illustrate its
strengths and limitations and some of the recent developments.
As mentioned above, in the cluster approach a relatively small

part of the enzyme around the active site is carved out and treated
with relatively accurate electronic structure methods (typically
hybrid DFT). Very early studies onmetalloenzymes, for example,
the one on MMO,4 gave quite promising results in spite of the
use of very small cluster models (20−30 atoms), showing that it
was indeed possible to answer some meaningful chemical
questions regarding local geometry, electronic structure, and
reactivity. With the increasing computer power, cluster models
have become gradually larger, and more elaborate questions can
be addressed. It should be emphasized that, even with the
possibility to use larger models, small clusters continue to have a
significant advantage at the early stages of the mechanistic
investigations. First, they can be used to investigate a larger
number of different mechanisms. Second, it is significantly easier
to avoid artifacts and therefore obtain computationally correct
results. It is the rule rather than the exception that when the
results significantly differ between a small and a large model, the
result for the small model is more likely to be correct. The
difficulty in obtaining computationally correct results remains a
significant problem using large models, in particular for QM/
MM, even for experienced users.
The neglected enzyme surroundings can influence the results

in two major respects, sterically and electrostatically. The sterics,
i.e., the restrictions provided by the protein matrix on the
movements of the various groups of the active site, can be taken
into account by simply fixing some suitable coordinates at the
periphery of the model, typically where the truncation is made.27

In this way, one can avoid artificial movements of the active site
groups, which sometimes can be caused by quite small energetic
driving forces, but which can render the model entirely
unreliable. This coordinate-locking scheme might sound like a
drastic approximation, but it has been carefully tested in a large
number of cases, among them a case where the backbone
positions have been moved more than 1 Å.28 An even more
drastic case is discussed below for photosynthetic water
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oxidation, where different X-ray structures differ by up to 3 Å at
some places.24 Furthermore, it should be remembered that, with
an increasing model size (i.e., when the locking is further away
from the reacting parts), the error becomes smaller as the model
is less rigid and the various groups have more flexibility. In
addition, metalloenzymes have an advantage in that the metal
ions function as anchors in the model, keeping at least the first-
shell residues in reasonable positions and orientations even
without locking. A special case has recently been pointed out,29 in
which an aspartate (with its short side chain) moved dramatically
in a critical step. In such a case, the locking of coordinates should
be made further away than the α-carbon. Whenever there is
reason to suspect problems, the procedure is easily checked by
releasing the constraints.
The electrostatic contribution of the missing enzyme

surroundings can be modeled using the above-mentioned
SCRF methodology, with some assumed dielectric constant,
typically ε = 4.0. Also, here, it is easy to realize that the
approximation will work better and better as the model size
increases and a larger portion of the enzyme is treated quantum
mechanically. In recent years, careful systematic studies using
increasing model sizes of the active sites have shown that the
solvation effects of the surrounding enzyme environment
decrease surprisingly rapidly and, for most cases tested, almost
vanish at a size of around 200 atoms.30−33 This has been
demonstrated for some electrostatically challenging cases, such
as the formation of an ion pair in the reaction of 4-oxalocrotonate
tautomerase,30 the release of a chloride ion in the reaction of
haloalcohol dehalogenase,31 the transfer of a methyl cation group
in the reaction of histone lysine methyltransferase,32 and the
decarboxylation reaction of aspartate decarboxylase.33 Table 1
illustrates this convergence for the case of haloalcohol
dehalogenase HheC.31

Another aspect of a model, sometimes critical, concerns the
protonation states of the different groups. Normally, for large
models, the residues should take their normal charge state at the
investigated pH. In small models, and for residues close to the
surface of the model, it will sometimes be better energetically to
go away from the natural protonation state. One illustrative case
is glycine N-methyltransferase (GNMT), in which a methyl
cation is transferred from an S-adenosyl-L-methionine (SAM)
cofactor to a glycine substrate.34 The carboxylate moiety of the
glycine hydrogen bonds to a positively charged arginine residue
in the active site. If a minimal model is constructed consisting
only of the substrate in the anionic form and a heavily truncated
model of SAM, where only one carbon is kept on each side of the
sulfur (see Figure 1), the methyl transfer takes place
spontaneously during the geometry optimization and no

transition state (TS) can be located. This is not surprising
considering that SAM is positively charged and the substrate is
negatively charged. However, if the substrate is modeled in a
neutral form, i.e., with a protonated carboxylate, one can locate a
transition state. The calculated barrier is 16.6 kcal/mol assuming
a dielectric constant of 4. It is interesting to note that when a
much larger model (98 atoms) is used that includes the arginine,
an extendedmodel of SAM, and several other groups at the active
site, the barrier is calculated to be 15.0 kcal/mol, which is quite
close to the result of the minimal model with the substrate in its
neutral form.34 This is not a coincidence, but is quite generally
found in situations like this. Another quite common situation
occurs for carboxylates close to the surface of the model, which
tend to artificially obtain spin if they are not protonated.
The DFT functional by far most used in metalloenzyme

applications is the B3LYP functional by Becke.1 It is a hybrid
functional, which means that it contains a fraction of exact
exchange, in addition to the normal exchange-correlation part. In
more recent applications, the fraction of exact exchange,
originally set to 20%, has been decreased to 15%,35 which
often improves redox energies. Recent theoretical work36 has
made it possible to include also dispersion effects in a simple way
for the energies. These effects have been studied for some of the
systems discussed in the present review. It was found that they
are generally small for different reaction steps occurring within a
model, but can be substantial when a molecule from the outside
becomes bound to a metal, or correspondingly when it is
released.37 This occurs, for example, when a water molecule or
dioxygen becomes bound or released. Striking examples are also
the binding of methyl or adenosyl to cobalamin, where the
contribution from dispersion can be larger than 10 kcal/mol.

3. PHOTOSYSTEM II
Water oxidation in PSII is one of the largest projects undertaken
so far using DFT and the cluster model. Model studies have been
performed constantly since the beginning of this approach in
1997.38a Therefore, the description of this mechanism will be
given more space in the review.
The reaction catalyzed is

ν+ ⇔ + ++ −h2H O 4 O 4H 4e2 2

Table 1. Calculated Barriers and Reaction Energies (kcal/
mol) Using Various Models of the Haloalcohol Dehalogenase
HheC Active Site31

model I, 83 atoms model II, 112 atoms
model III,
161 atoms

ΔE⧧ ΔE ΔE⧧ ΔE ΔE⧧ ΔE

ε = 1 +23.0 +17.5 +17.9 +14.1 +18.2 +5.5
ε = 2 +17.8 +8.2 +15.8 +8.3 +17.7 +4.9
ε = 4 +15.0 +3.4 +14.6 +5.2 +17.4 +4.5
ε = 8 +13.5 +1.0 +14.0 +3.6 +17.1 +4.3
ε = 16 +12.8 −0.3 +13.7 +2.8 +17.0 +4.2
ε = 80 +12.2 −1.2 +13.5 +2.2 +17.0 +4.2

Figure 1. Different models for the methyl transfer reaction in GNMT:
(A) minimal model with anionic substrate, (B) minimal model with
protonated substrate, (C) large model with several surrounding groups.
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From saturating flash experiments, water oxidation is known to
occur in four steps.39 The intermediates of these steps are
denoted S0 through S4. The actual catalyst for the O−O bond
formation step is the oxygen-evolving complex (OEC), which
has long been assumed to contain four manganese centers and
most likely calcium. Suggestions of two manganese dimers and a
calcium somewhat outside the OEC have also been made.
Following each photon flash, one electron is removed from the
OEC between the S states, and O2 is released in the S4 to S0
transition. Protons are removed to keep the charge as constant as
possible. O2 formation occurs at S4.
During the first five years after 1997, the modeling of water

oxidation in PSII was quite rough, since no X-ray structure of the
enzyme was yet available. General questions were addressed such
as the electronic structure requirement for forming an O−O
bond. It was, for example, found that an oxygen radical is
necessary for a low-barrier mechanism,38b a requirement that still
applies. A mechanism where the oxyl radical is attacked by an
outside water was suggested. In the next couple of years, the
model was refined38c on the basis of suggestions from
spectroscopy, mainly from EXAFS (extended X-ray absorption
fine structure).40 In 2004, there was an experimental break-
through when the first X-ray structure with detailed information
about the OEC appeared, although at a low resolution of 3.5 Å.41

A cubane form of the OEC was suggested, with the cube formed
by three manganese atoms and one calcium atom linked by oxo
bridges. The fourth manganese was linked to the cube at one of
the cubane oxo corners. In the coming years, new structures of
gradually higher resolution were produced, still not higher than
2.9 Å.42 A more accurate X-ray structure with an atomic
resolution of 1.9 Å was finally presented in 201143 (see Figure 2),

but at that stage an accurate structure of the OEC had already
been produced by DFT modeling calculations in 2008,22

including a detailed water oxidation mechanism,38d which still
holds today; see further below.
The ligand structure of the OEC is shown in Figure 2. The

amino acids are the same as those in the original structure,41 but

the connections to the metal atoms are significantly different,
actually quite similar to those of the 2.9 Å structure.42 An
important aspect of the ligation is that the rather limited number
of amino acids are able to produce fully octahedral coordinations
for three of the manganese atoms, without requiring ligating
water-derived ligands. The outermost (dangling) manganese is
the only exception. A low number of easily available protons is
important for the mechanism; see further below. There is
essentially only one difference from the previous DFT structure,
and this concerns Asp170, which is bridging between Mn and Ca
in the high-resolution structure, but end-on-bound tomanganese
in the DFT structure.
A comparison of the core parts of the different structures is

shown in Figure 3. The orientation of the structures was made

such that one Mn atom of the structures compared is placed at
the same position and the other two in the cube are placed as
close as possible to each other. This avoids bringing in an
irrelevant rotation between the complexes. The most striking
difference between the DFT structure and the 3.5 Å structure is
the positioning of the outer manganese, which differs by 3.2 Å. In
the DFT structure the outer manganese is connected to the cube
by two μ-oxo bridges, while in the 3.5 Å structure it is only
connected to one of the bridging oxo ligands in the cube. There is
also an additional oxo bridge between the Mn atoms in the
theoretical structure. A similar, significant but smaller, difference
is seen in the comparison to the 2.9 Å structure, where the

Figure 2. Oxygen-evolving complex of PSII.

Figure 3. Comparison of the DFT structure22 with the 3.5 Å X-ray
structure41 (upper left), the 2.9 Å structure42 (upper right), and the 1.9
Å structure (bottom).43 For the comparison to the 2.9 Å structure no
oxygens are given since they were not suggested in that structure. To
clarify which atoms belong to which structure, the atoms are labeled
“DFT” and “X-ray” when the positions are significantly different.
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positioning of the outer manganese differs by 1.4 Å. The
positions of the oxo bridges were not suggested in that structure
due to the low resolution, but a single oxo bridge to the outer
manganese can be assumed on the basis of the Mn−Mn distance
of 3.3 Å (according to EXAFS, there should be one longer Mn−
Mndistance of 3.3 Å). In the DFT structure, this distance of 3.3 Å
is instead within the cube. As will be seen below, the region
between the outer manganese and the cube is the region where
O−O bond formation most likely takes place according to the
present DFT studies. In particular, a sufficiently open space in
this region is necessary for a low-barrier mechanism. This is
precisely the region where the low-resolution structures are
incorrect, and these structures have therefore mainly led to
suggested water oxidation mechanisms that according to DFT
comparisons are significantly wrong.38d The mechanism that has
been suggested on the basis of the X-ray structures is an attack on
an oxo group by an external water or a water bound to calcium.
On the other hand, the positionings of the outer manganese and
the oxo bridges between themanganese atoms in the recent 1.9 Å
structure are very similar to those in the DFT structure. The
additional oxo ligand is there, and the 3.3 Å distance is within the
cube in both structures. Still, the outer manganese position
differs by 0.5 Å, mostly due to X-ray reduction but also due to the
above-mentioned misplacement of Asp170 in the theoretical
structure.
The central oxygen position is a surprising feature of the 1.9 Å

structure; see Figure 2, where all distances between this oxygen
and manganese are quite long. It has been shown by calculations
that this type of bonding cannot occur unless all three
surrounding manganese atoms are in the Mn(III) state.24 This
rules out the possibility that the X-ray structure is in the resting S1
state as claimed. Reduction to at least the S0 state is required, but
even a further reduction is likely.44−46

The initial mechanism obtained for O−O bond formation was
one where an oxyl radical is attacked by an outside water.38b This
mechanism continued to be the best one found for several years,
even after the appearance of the first X-ray structures. However,
the barrier obtained as the model was improved was too high,
about 25 kcal/mol compared to an experimental barrier of 10−
15 kcal/mol. This size of error is much larger than what can be
expected from the present modeling, and in 2006 it was decided
that the mechanism had to be abandoned.38d At that stage, quite
large modifications of the low-resolution X-ray structure had
already been found necessary. For example, it had been found
that the dangling manganese was too close to the cube in the 3.5
Å structure and had to be moved further out. A reasonable S4
state was eventually reached with an optimal position of the oxyl
radical, which was still found to be required for the bond
formation. From this structure all possibilities to form an O−O
bond were tried, and one mechanism had a much lower barrier
than the other ones. Quite surprisingly, this mechanism involved
bond formation in the center of the OEC between the oxyl
radical and a bridging oxo ligand, a mechanism that had not been
suggested before. An important feature of the mechanism was
also that the spins on the atoms involved were alternating, which
was necessary for a smooth bond formation between the reactant
oxyl radical state and the peroxide product. This condition also
led to a requirement for two directly involved manganese centers
with antiferromagnetic (AF) coupling. AF (rather than
ferromagnetic) coupling had previously been shown to be
almost unimportant for the thermodynamics of water oxidation,
and the large importance for the kinetics was quite surprising.
The requirement for two directly involved manganese centers

with the right orientation furthermore gave an explanation for
key aspects of the structure of the OEC. It also explained why
mechanisms with only one manganese directly involved, such as
in the water attack mechanism and the mechanisms for
biomimetic complexes, failed (and still fail) to give a low barrier
for O−O bond formation. The same idea applied to cobalt
complexes actually suggests that they do not have the same
possibility as manganese complexes to form a low-enery barrier,
since cobalt is low-spin-coupled at the relevant oxidation states.47

On the basis of previous modeling experience, the mechanism
described above is quite convincing compared to other suggested
mechanisms. It has, so far, not happened that a mechanism with a
barrier more than 10 kcal/mol higher than another one has
turned out to be the correct mechanism. If the barriers for
different mechanisms would have been more similar, the
situation would have been different. It should be emphasized
that none of the X-ray structures available were compatible with
the mechanism found. The dangling manganese is too close to
the cube in the 3.5 Å structure, and in the 2.9 Å structure, the
dangling manganese is too far away with only a single oxo bond
to the cube (according to its position in the structure), while the
optimal mechanism requires two bridging oxo bonds.
The conclusion that the right mechanism was found was used

to try to find a better structure of the OEC than those available in
2008. To do this, the optimized transition state was fitted into the
3.5 Å X-ray structure by fixing the backbone positions of the
atoms in the model. The fitting turned out to be easily
accomplished. To reach the resting structure, electrons and
protons were added at optimal positions, and the geometries
were reoptimized. When this was done, a structure came out
which was significantly different from the low-resolution
structures. A comparison of the core structures is given in Figure
3. The optimized core furthermore fitted the X-ray density; see
Figure 4. For the comparison to the recent 1.9 Å high-resolution
structure from 2011, see above.
In the past two years there has been remarkable progress on

the experimental side. On the basis of the new X-ray structure
and old DFT structure, using electron paramagnetic resonance
(EPR), electron−nuclear double resonance (ENDOR), and
DFT, a detailed structure of the OEC in the S2 state was

Figure 4. DFT-optimized S1 resting structure placed into the X-ray
density from the 3.5 Å structure.

Chemical Reviews Review

dx.doi.org/10.1021/cr400388t | Chem. Rev. 2014, 114, 3601−36583606

http://pubs.acs.org/action/showImage?doi=10.1021/cr400388t&iName=master.img-005.jpg&w=170&h=204


reached44a that agrees almost perfectly with a structure obtained
independently by energy minimization.38e Even more impor-
tantly, using W-band 17O electron−electron double resonance
(ELDOR)-detected NMR spectroscopy, information about the
substrate positions was obtained,48 strongly suggesting the oxo
position given by the DFT mechanism described above as being
one of the substrate positions. The other substrate position is still
not completely clear, but the one given by DFT remains a valid
possibility. Another important result in these studies was that the
two previously observed spectroscopic states in S2 were
identified. The energies of these states were found to be quite
close, in agreement with earlier studies.23

In the meantime, other theoretical work was performed, most
of which has led to other suggestions. Cluster models and
mechanisms have been studied by Pace et al.49 They suggest
lower oxidation states than those suggested here and in most
other studies. They base their conclusions on a computational
analysis of NEXAFS (near-edge X-ray absorption fine structure)
spectra using a TDDFT (time-dependent DFT) approach. In a
recent study it has been questioned whether the TDDFTmethod
is accurate enough for the analysis, and also whether NEXAFS,
also termed XANES (X-ray absorption near-edge structure), is a
reliable technique for determining oxidation states.38f Given the
close contact between the Mn atoms in the OEC, it would be
extremely surprising if the low oxidation suggestion could
produce a reactive state in S4, since an oxygen radical has to be
close to a Mn(III) center. In 2007, Kusunoki50a suggested a
structure for the S0 state based on the 2.9 Å structure,42 with the
same correct and incorrect aspects as that structure. The ligands
are at essentially the correct place, but the dangling manganese is
too far out, connected to the cube by only one oxo ligand and
having three water ligands, two of which were suggested to be the
substrates on the basis of water exchange considerations. In 2011,
after the high-resolution structure, the model was refined. The
originally suggested mechanism was kept, now supported by
EXAFS calculations. To explain the unusual position of the
central oxo ligand, it was suggested that there are two different
structures for the S1 state with equal energy.

50b In contrast to the
cluster approach, the QM/MMmethod has been used by Batista
et al.51 They restricted the structures investigated to be similar to
the 3.5 Å structure.41 For the best structure obtained, they also
did an analysis of EXAFS spectra and found that their suggested
structure would match the experimental spectrum if it was only
slightly modified. They took this information to be a
confirmation of the correctness of their suggested structure.
After the new X-ray structure by Shen et al. appeared, it became
clear that their suggested structure was quite different from the
real structure. Later on it was shown that, using their type of
analysis, other quite different structures also match the EXAFS
spectra well. Furthermore, Batista et al. suggested an O−O bond
formation mechanism that is different from the preferred one
discussed above. A nucleophilic attack from an external water (or
water bound to calcium) was suggested to form the bond with an
oxygen radical bound to manganese. Their mechanism is the
same as that suggested earlier in several studies starting in
1999,38b,c but which was demonstrated to lead to too high
barriers in a study in 2006.38d Neese et al.44b used a spectroscopic
DFT approach to investigate several types of clusters. They
suggested that three of these structures, including the previous
theoretical structure,22 which were found to match the EPR
spectra best, would be most similar to the real structure. In a later
study,38g but before the 1.9 Å structure appeared, it was shown
using an energy minimization approach that the structure

suggested by Batista et al., and all the new structures studied by
Neese et al., were energetically quite far above the DFT structure
discussed above and therefore had to be mechanistically different
from the real structure. Actually, the same conclusion could be
made for all four structures suggested by polarized EXAFS,52

which were concluded to be significantly wrong energetically.23

On the other hand, the structure suggested by Dau et al., also
based on EXAFS, is quite similar to the DFT structure.45b At that
point Neese et al.44c did a new more extended DFT analysis and
concluded that the previous DFT structure22 matched the
experimental multifrequency EPR and 55Mn ENDOR spectra
best. Simultaneously, and independently, Kaupp et al.38h reached
the same conclusion. With the appearance of the high-resolution
structure, this conclusion was definitely confirmed. More
recently, Batista et al. have analyzed the protonation state of
the S1 state of the Shen structure.51e They concluded that the
Shen X-ray structure is a mixture of oxidation states. A similar
conclusion was also reached in other recent studies.38,44−46 In
another study,51f Batista et al. analyzed the role of chloride by
deleting it and concluded that one role might be to prevent salt
bridges which would hinder proton transfer. Other more direct
effects on the redox potentials and pKa values were not
considered.
The optimal water oxidation mechanism described above is

consistent with a vast, and growing, amount of experimental
information;44,48 see above. One of the most surprising features
of the mechanism is that it requires that one substrate oxygen is
bound as a bridging oxo group in the center of the OEC. This
becomes even more surprising in light of water exchange
experiments that show that this oxygen can be exchanged with
oxygen from solvent water faster than seconds, in both the S2 and
S3 states. This is very unusual for a metal-bridging oxo group and
has therefore been the feature of the DFT mechanism that is
hardest to accept.45,53,54 In a recent DFT study,38i agreement
with experiments was found for a rather complicated water
exchange mechanism. The interpretation is consistent with the
above DFT mechanism for O−O bond formation. A key to the
exchange is that a central Mn has to be reduced to aMn(III) state
to release the bond to the substrate oxygen. This can explain the
quite unexpected result that the exchange is slower for S1 than for
S2. It is directly seen from the mechanism why water exchange
results for smaller models containing fewer Mn atoms are not
representative of the OEC.
Results from NEXAFS measurements are other cases which

have been difficult to interpret and have led to quite different
suggestions for the O−Obond formation mechanism. From very
similar spectra, one interpretation has been that all Mn centers in
the S3 state have Mn(IV) oxidation states,45d in agreement with
the DFT mechanism, while, in another interpretation, one of the
Mn centers has been suggested to have oxidation state Mn(III)
and an oxygen is instead oxidized to a radical.55 In a DFT study it
was shown that the spectrum for an OECmodel with all Mn(IV)
centers can be incorrectly interpreted as if one of the Mn centers
is only Mn(III), if the edge is determined by a second-derivative
method. A half-height method was instead recommended for
similar systems, but this is not a certain method either.38f

To fully understand water oxidation, not only the O−O bond
formation mechanism and the structure but also the energetics of
all redox steps, including different deprotonations and the
required proton motion on the complex, need to be found. To
construct an energy diagram with all this information, the
method described in the Methods and Models above has been
used. With experimental redox potentials of 1.25 V for P680,

56,57
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the oxidant in PSII, and a potential for water oxidation at pH 7 of
0.8 V, the driving force in the OECwater oxidation becomes 41.5
kcal/mol. In a recent study,24 it was suggested that the driving
force could actually be increased to 51.5 kcal/mol through an
interaction between P680

+ and the OEC in the later transitions. As
discussed above, the driving force combined with calculated
relative energies is enough to uniquely determine the energies for
redox steps where H+−e− couples are removed from the OEC.
This determines the major part of the diagram and does not
require knowledge of the enzyme surrounding the OEC.
However, to also determine the steps where only an electron
(or a proton) is removed, one additional experimental value is
needed; which one is arbitrary. For the OEC it was decided to
take the parameter that would match experimental observations
for the S3 to S4 transition.

45e The energetic results without a
membrane gradient are collected in the diagram shown in black
in Figure 5. O−O bond formation is rate limiting with a barrier

from the resting S3
−1 state of 11.3 kcal/mol (34.1 − 22.8). An

important point about the mechanism is that protons and
electrons are removed in an alternating fashion, which preserves
the charge of the catalyst as much as possible. The mechanism in
the figure is in agreement with experiments as to when the
protons and electrons are released from the OEC and when the
two substrate water molecules enter it, one in S0 and one in S2. It
agrees also with the fact that only an electron is released in the S1
to S2 transition. Also shown in the figure in red are the results
when a full pH gradient of 3 pH units is applied. This means that

4.1 kcal/mol is added every time a proton is released.
Remarkably, the membrane gradient only increases the barrier
for the rate-limiting step from 11.3 to 12.5 kcal/mol, even though
the driving force is reduced from 51.5 to 35.1 kcal/mol. A
schematic figure of the mechanism obtained is shown in Figure 6.

4. HEME ENZYMES
Many proteins contain a heme cofactor, i.e., a porphyrin ring with
an iron ion in the center. The main roles of the heme cofactors
can be divided into three categories: electron transfer, transport
and storage of molecular oxygen, and catalysis. The heme group
can alternate between the Fe(II) and Fe(III) oxidation states,
which makes it suitable as an electron transfer cofactor, either in
specific electron transfer proteins, called cytochromes, or as
cofactors inside an enzyme, transporting electrons to an active
site in the same enzyme. This role of the heme group has not
been extensively studied using density functional theory and
therefore will not be further discussed here. Hemoglobin and
myoglobin are involved in storage and transport of molecular
oxygen in mammals. In these proteins the oxygen molecule binds
to the reduced iron center (Fe(II)), and apart from molecular
oxygen, these enzymes can also bind other small molecules, such
as CO and nitric oxide (NO). The properties of the heme group
binding to different small molecules have been studied by several
authors, and these studies will be briefly discussed in one of the
sections below. The main target of this section of the present
review is the catalytic role of the heme group, which has been
studied extensively using quantum chemical methods, mainly
density functional theory. Thus, in many enzymes, a heme group
is part of the active site where different types of chemical
transformations occur. A large family of such enzymes is the
cytochrome P450 superfamily, which contains many different
enzymes (isoforms), all with the heme group as the main part of
the active site. Many different aspects of these enzymes have been
studied computationally, and the most important or most recent
of those studies will be discussed in the first subsection below.
Another family of enzymes where the heme cofactor plays a
catalytic role is the heme−copper oxidase superfamily, which
contains different types of cytochrome c oxidase and also nitric
oxide reductase. These enzymes have a binuclear active site,
which apart from the heme group contains a non-heme metal,
either copper or iron. The heme−copper oxidases are membrane
enzymes, and in particular the cytochrome c oxidases are of
special interest since they are involved in the important process
of pumping protons across the membrane. They have been
studied extensively, both experimentally and computationally,
and some of those studies will be discussed in the second
subsection below. Finally, in the third subsection below, a few
studies of other heme-containing enzymes will be briefly
discussed.
To model biochemical reaction mechanisms in heme enzymes

is quite demanding, since already an unsubstituted iron−
porphine group has almost 40 atoms. In very early QM studies
aimed at investigating reaction mechanisms of cytochrome c
oxidase and cytochrome c peroxidase, which implies a large
number of calculations, even smaller models were used for the
porphyrin.58,59 In more recent studies the most commonly used
heme model is a full iron−porphine, but without side chains, in
particular in studies of cytochrome P450.60,61 However, since
some of the side chains affect the redox properties of the iron
center, it might be important to include them in the model. An
example is the formyl substituent in heme a, present, e.g., in some
forms of cytochrome c oxidase, which is found to affect the

Figure 5. Full-energy diagram for water oxidation from S0 back to S0.
The black curve is without and the red curve with a full membrane
gradient.

Chemical Reviews Review

dx.doi.org/10.1021/cr400388t | Chem. Rev. 2014, 114, 3601−36583608

http://pubs.acs.org/action/showImage?doi=10.1021/cr400388t&iName=master.img-006.jpg&w=239&h=331


ionization potential of ferrous heme by 4 kcal/mol in DFT
calculations.62 Inclusion of the propionate side chains (labeled A
and D in Figure 8 below) is connected with special difficulties,
which are common to all modeling of charged groups. In an early
QM study of cytochrome c oxidase, the heme a3 propionate side
chains were included in a model of the binuclear center, and one
of them was protonated to simulate the salt bridge to a positively
charged arginine (similar to propionate A−Arg299 in Figure 8),
while the other one was left unprotonated, since its hydrogen-
bonding partner is neutral (similar to propionate D in Figure 8
with Arg112 replaced by a protonated Asp).21 This type of model
easily leads to artificial spin population on the unscreened
negatively charged carboxylate group, which in this case was
handled by optimizing the structure with a dielectric medium
present.21 However, as was shown later this type of model still
leads to a too large proton affinity of the negatively charged
group, and a reliable model must include hydrogen-bonding
partners (in this case a protonated Asp) to the negatively charged
group (in this case the unprotonated propionate side chain).19 A
similar problem occurred in a QM/MM model of cytochrome
P450, in which case it was argued that the spin population
occurring on a heme propionate should be of chemical
significance;63 see further below.

4.1. Cytochrome P450

Cytochrome P450 (CYP) is a large superfamily of enzymes,
present in many different organisms from all forms of life. These
enzymes are involved in a large variety of reactions, including
breakdown of exogenous compounds (detoxification) as well as
synthesis of, e.g., signaling substances. The enzyme is mainly a
monooxygenase, and the active site has a heme group, which is
activated by the reaction with molecular oxygen. The active
species in catalysis is believed to be an FeIVO complex with a
porphyrin radical, referred to as compound I (Cpd I), and which
has two close-lying spin states, quartet and doublet, with the
triplet coupled electrons on Fe(IV)O coupled ferromagneti-
cally or antiferromagnetically to the porphyrin radical. Due to its
great importance, this family of enzymes has been studied
extensively, both experimentally and computationally. Many
reviews have been written; at least three reviews focusing on
theoretical studies of P450 have fairly recently been published in
Chemical Reviews.60,61,64 Since the present review aims at giving a
broad overview of what can be achieved regarding bioinorganic
reaction mechanisms using a quantum chemical approach, some
of the most important results from the previously published
reviews on P450 will be repeated here, while the less common
reactions and more detailed questions will not be discussed.

Figure 6. Schematic picture of the different S transitions. The structures have been optimized, but only the most important atoms are shown. An asterisk
marks the atom that has been oxidized in that transition.
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4.1.1. Catalytic Cycle: Compound I Formation. As
mentioned above, the active site of the P450 enzymes contains
a heme group, which is built from a protoporphyrin IX, an iron
ion, and a conserved cysteine as the proximal iron ligand. The
resting state is ferric (Fe(III)) with a distal water ligand on iron.
The enzyme is activated by the reaction with molecular oxygen
and reduction by two electrons. The source of the electrons
depends on the species; in, e.g., mitochondrial P450, it is
NADPH (reduced nicotinamide adenine dinucleotide phos-
phate). Coupled to the reduction, proton uptake from the bulk
occurs, yielding Cpd I and a water molecule, as follows:

− − + + + −

→ +

+ − +

+
 

Porf Fe(III) OH O 2e 2H H O

Porf Fe(IV) O (Cpd I) H O
2 2 2

2

Cpd I has not been isolated as an intermediate in the oxidation
reactions in P450, and until recently its properties could mainly
be inferred from comparisons to other systems performing
similar reactions (e.g., chloroperoxidase) and from theory.61,65

However, in 2010 Rittle and Green managed to prepare high
yields of Cpd I from a reaction between P450 (CYP119) and
chloroperbenzoic acid, and it could be spectroscopically and
kinetically characterized,65 essentially confirming the expected
electronic properties.
The Cpd I formation reaction described in the equation above

is initiated by the entrance of the substrate, i.e., the organic
molecule to be oxidized, into the active site of the enzyme; see
the reaction scheme in Figure 7. Before molecular oxygen can
bind to the heme, iron needs to be reduced to Fe(II) and the
water molecule has to be released. It has been suggested that the
water molecule has to leave its coordination to iron before the

reduction occurs, thereby acting as a “gate” for the entire
reaction.61 In agreement with such a function of the water
molecule, DFT calculations have shown that the electron affinity
of the pentacoordinated Fe(III) complex is about 10 kcal/mol
higher than that of the hexacoordinated Fe(III) complex.61 This
result shows that the binding energy of water is 10 kcal/mol
lower for the Fe(II) complex than for the Fe(III) complex, which
can indicate that the water molecule leaves in concert with the
reduction. Molecular oxygen binds to the reduced heme, forming
the oxy−ferrous intermediate, for which the crystal structure was
determined in 2000;66 see Figure 8. This complex can also be
described as a ferric−superoxide complex; according to the
calculated electronic structure,61 it has a singlet ground state,
with antiferromagnetic coupling between the low-spin heme iron
and the superoxide, very similar to that of many other oxy−
ferrous heme complexes.
Thus, the first steps of the reaction in Figure 7, the one-

electron reduction and the replacement of the distal water with
molecular oxygen, are well established. The general picture of the
catalytic cycle is that the next step is the second reduction,
forming a ferric−peroxo complex, followed by uptake of a proton
to form the ferric−hydroperoxide referred to as compound 0,
Cpd 0 (see Figure 7).61,67 This part of the reaction, the formation
of Cpd 0, is probably the least understood, and it has not been
well studied computationally. Experimentally, this second
reduction step is described to be the rate-limiting step in many
P450 oxidation reactions, and the ferric−peroxo intermediate is
claimed to be observed only under very extreme conditions.67

Clearly, the reduction potential of the already reduced oxy−
ferrous state is very low, if it is not preceded by a charge-
compensating proton uptake. If such an unstable intermediate as

Figure 7. Catalytic cycle of P450 starting from the water-ligated ferric state, including formation of compound I and alkane (RH) hydroxylation via the
rebound mechanism.

Figure 8. X-ray structure of the active site of P450cam (CYP101) with molecular oxygen and the camphor substrate66 (PDB 1DZ8).
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the ferric−peroxo state is at all formed, it will be immediately
protonated into the hydroperoxide complex, which indeed seems
to be better characterized experimentally,67 and Cpd 0 is
therefore generally accepted as an intermediate in the P450
reaction.68 Computationally (using DFT(B3LYP)/MM) the
formation of Cpd 0 has only been studied starting from the two-
electron-reduced state, investigating the proton transfer step
without taking into account the energy cost of the second
reduction step, most likely leading to a too low calculated barrier
and a too exergonic reaction.61,69

As mentioned above, Cpd I was recently characterized
experimentally, and it was shown to be competent to perform
substrate oxidation,65 which supports its involvement as an
intermediate in the P450 reaction scheme. The addition of a
proton to Cpd 0 and cleavage of the O−O bond should lead to
the formation of Cpd I (see Figure 7), and this part of the
reaction has been studied using both pure QM(DFT) and
QM(DFT)/MM models. In the early studies the proton was
added to the distal oxygen in Cpd 0, without any energy cost, and
it was concluded that the O−O bond was cleaved without any
barrier in a very exergonic process, leading to Cpd I and a water
molecule.70,71 Later computational studies, both pure QM and
QM/MM, using more realistic models, have pointed out
different problems with the original type of mechanism, where
a proton is added to the distal oxygen in the Cpd 0
hydroperoxide, one being that the O−O bond cleavage barrier
is too high when a more realistic cost of the proton is taken into
account.68,72,73 On the basis of QM calculations, a different type
of O−O bond cleavage mechanism was suggested, which is
referred to as a somersault mechanism, in which the O−O bond
is homolytically cleaved in the peroxide, leading to an O−H
radical that is rearranged and forms a hydrogen bond to the
proximal oxygen.68 The so-formed metastable radical inter-
mediate was proposed to act as an oxidant in P450 hydroxylation
reactions.68 In a more recent QM study, the somersault O−O
bond cleavage reaction was investigated with and without the
substrate to be oxidized present, and the barrier height was found
to depend on the substrate.74 The somersault O−O bond
cleavage mechanism has been adopted as a first step in Cpd I
formation, and the barrier was found to be 15.4 kcal/mol in a
QM/MM study.73 A subsequent exergonic protonation of the
metastable intermediate yields Cpd I, with Cpd 0 and Cpd I
estimated to be of similar energy.73 In that study of Cpd I
formation, the proton donor is an aspartic acid (Asp251; see
Figure 8), assumed to be protonated at the start of the reaction,
and the proton path involves a few water molecules and a
threonine (Thr252; see Figure 8).
To summarize, significant knowledge about the early parts of

the catalytic cycle of P450, leading to the formation of Cpd I, has
been gained from computational studies. However, a compre-
hensive computational study of Cpd I formation, starting from
the resting ferric water-bound active site and including realistic
estimates of the cost of electron and proton transfer from outside
the enzyme, is still missing. It should be possible to do this using
an approach similar to that described elsewhere in this review for
other enzymes where electrons and protons enter or leave the
active site, such as the heme−copper oxidases and PSII.
4.1.2. Alkane C−HActivation: ReboundMechanism.An

important property of the cytochrome P450 enzymes is their
ability to catalyze the oxidation of aliphatic carbon−hydrogen
bonds, a most difficult task. The generally accepted mechanism
for the hydroxylation of C−H bonds is the so-called rebound
mechanism, suggested by Groves and McClusky.75 In this

mechanism the first step is a H atom abstraction from the
substrate by Cpd I, leading to an alkyl radical and an iron−
hydroxo intermediate, followed by a rebound step where the
substrate radical binds to the oxygen of the hydroxyl group,
forming a ferric−alcohol complex; see the last two steps in Figure
7. A large number of computational studies, both QM and QM/
MM, have been performed on this reaction for a number of
different substrates, confirming the general features of the
rebound mechanism and showing that the first hydrogen
abstraction step is rate-limiting for this part of the reaction. A
specific purpose of the early calculations on alkane C−H
oxidation by P450 was to explain the radical clock experiments,
which indicated that the lifetime of a substrate radical was too
short to be compatible with the rebound mechanism. This
controversy was suggested to be solved by the two-state reactivity
(TSR) scenario found in the calculations, showing that the low-
spin state reacts without a barrier for the second rebound step,
leading to conserved stereochemistry, while the high-spin state
has a barrier for the second step, allowing stereochemical
scrambling to take place.76 It can be noted that in recent QM/
MM calculations on the hydroxylation of small alkanes by
P450BM3 it was found that in these cases also the high-spin state
reacts without any barrier.77

One of the computationally most investigated substrates is
camphor, which is the natural substrate of the bacterial P450cam
enzyme; see Figure 8. Experimental rate observations indicate
that the barrier for substrate hydroxylation should be ≤13 kcal/
mol; see ref 78 and references therein. Early calculations, both
QM and QM/MM, gave too high barriers of about 20 kcal/
mol,61 and another controversy occurred when it was claimed
that the propionate substituents on the heme group (see Figure
8) participated in the hydroxylating reaction, decreasing the
barrier significantly.63 The involvement of the carboxylate groups
in catalysis was suggested to originate from differential
electrostatic stabilization, which could be observed in the
calculations as a changing spin population on carboxylate oxygen
atoms. However, it was later shown that both the occurrence of
the unpaired spin on the propionate groups and the effects on the
barrier height were artifacts due to inappropriate computational
procedures, such as leaving Asp297 (see Figure 8) unproto-
nated.79,80 The most recent computational results for the 5-
exohydroxylation of camphor are in quite good agreement with
the experimental rate estimate, in particular when dispersion
effects36 are added for the QM parts. QM(B3LYP) calculations
give a barrier of 15.6 kcal/mol relative to the weakly bound
encounter complex, which decreases to 11.9 kcal/mol when
dispersion effects are included.78 The corresponding values
obtained at the QM(B3LYP)/MM level are 13.1 and 8.3 kcal/
mol, respectively.81 All these recent results for the hydroxylation
barrier in camphor include zero-point effects, which decrease the
barrier by 5.0 kcal/mol. Recently it was proposed that the
accuracy of calculated energetics of redox reactions involving
transition metals can be improved if an extended so-called
localized orbital correction is introduced into the B3LYP
functional, and it was shown that such a correction would
significantly lower the barrier for alkane hydroxylation in P450.15

It can also be noted that calculations on a series of different
alkanes have shown that it is possible to correlate the barrier
height for the hydrogen atom abstraction step with the calculated
C−H bond strength, and further insights into the hydroxylation
reaction can be gained from valence bond analysis of the
computed trends and the reaction patterns.61
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4.1.3. Alkene Oxidation: Competition between Epox-
idation and Allylic Hydroxylation. The presence of CC
double bonds in unsaturated substrates opens up the possibility
of oxidation reactions other than the C−H oxidation discussed
above, the most important one being epoxidation of the substrate
by Cpd I; see the scheme in Figure 9. The epoxidation reaction in

P450 has been studied for several different substrates, e.g.,
propene and cyclohexene, and the calculated energy profiles
show large similarities with the hydroxylation reaction discussed
above.60 The reaction between Cpd I and the CCdouble bond
occurs in two steps: in the first, rate-limiting CC activation
step, a C−O bond is formed, together with a substrate radical,
and in the second, ring closure step, the second C−O bond is
formed (see Figure 9).60 There are different electronic states
possible for the intermediate formed after the first step, which
means that products other than the epoxide can also be formed. It
was furthermore found that, much like those for the
hydroxylation reaction, the low-spin intermediates form epoxide
without any barrier and with conserved stereochemistry, while
the high-spin intermediates can give different products and also
have a barrier for epoxide formation, allowing scrambled
stereochemistry.61

An interesting selectivity issue arises for the oxidation of
alkenes, where a competition between epoxidation and
hydoxylation of an allylic C−H bond can occur. Experimentally
it has been found that for cyclohexene a number of different P450
isoforms give approximately equal amounts of epoxide and allylic
hydroxide, while propene, at least for one P450 isoform,
P450LM2, only gives rise to epoxide.60,61 Early QM calculations
on propene gave almost identical barriers for epoxidation and
allylic hydroxylation, in contradiction to the experimental
observation. In an attempt to improve the QM model of Cpd
I, hydrogen-bonding partners to the proximal cysteine sulfur
were introduced, and they were claimed to have an important
differential effect on the two barriers under investigation, making
the epoxidation barrier significantly higher than the hydrox-
ylation barrier for propene.60,82 In contrast, later QM studies
gave no effect from cysteine hydrogen bonds on P450
hydroxylation reactions,28 a result which is in line with the very
long hydrogen bond distances obtained in the original
investigation.60,82 For cyclohexene the results from QM
calculations show a preference for allylic hydroxylation, in
disagreement with the experimental observations that equal
amounts of the two products are produced.61 QM/MM

calculations on both substrates, propene and cyclohexene, did
not improve the agreement with experiment, since in both cases
the hydroxylation reaction was clearly preferred before
epoxidation.61,83 In recent QM calculations on both substrates
it was found that dispersion effects modify the barrier heights in
the right direction, such that for cyclohexene the two barriers are
actually quite similar, in good agreement with the experimental
observations that both products are observed.78 For propene the
epoxidation barrier decreases more than the hydroxylation
barrier from the dispersion effects, but the results still do not
agree with the experimental observation that only epoxidation is
observed.78 The effects of adding dispersion to the QM part in
QM/MM calculations were also investigated for the same
systems.81 However, those results are more difficult to interpret,
since the calculated barrier heights vary among the different
energy profiles investigated for each reaction. The different
energy profiles correspond to different starting structures, i.e.,
different possible binding modes of the substrate. This illustrates
a general difficulty when studying reactions by cytochrome P450
computationally: it is not always obvious which is the preferred
substrate-binding mode. Therefore, it is a common procedure in
QM/MM studies to perform initial docking and/or MD
simulations to obtain likely modes of substrate binding.
Recently a systematic QM study of epoxidation by P450 Cpd I

and similar oxidants was performed. Several different alkene
substrates were studied, and the gas-phase energy differences
between the separated reactants and the transition state for C−O
bond formation were plotted against various variables. On the
basis of those diagrams, the study was claimed to show that the
rate constant for substrate epoxidation correlates with the
ionization potential of the substrate, as well as with the electronic
properties of the oxidant.84 The regioselectivity between
substrate epoxidation and hydroxylation was also investigated,
and it was claimed to be purely substrate dependent.84

4.1.4. Aromatic Oxidation: Side-On and Face-On
Orientation. Oxidation of aromatic compounds by P450 can
lead to different products, most importantly epoxides and
phenolic products. Several computational studies, at both the
QM and QM/MM levels, have been performed for the simplest
aromatic compound, benzene, which is a substrate of some P450
isoforms.61 The computational studies show that different final
products can be formed from a common intermediate, a σ-
complex with a C−O bond, formed between the approaching
benzene substrate and the Cpd I oxygen; see Figure 10. QM/
MM calculations on this step gave barriers close to the value
corresponding to the experimental rate for hydroxylation of
benzene in one P450 isoform (2E1),85 and it was concluded that
this is the rate-limiting step.81 However, in the more recent QM/
MM study it was found that dispersion effects in the QM part
significantly lower this barrier,81 indicating that the step involving
addition of compound I to the aromatic ring is not rate-limiting.
The intermediate σ-complex is found to exist in different forms,
with respect to both the electronic and geometric structures. The

Figure 9. Scheme showing the main steps in alkene epoxidation by Cpd
I in P450.

Figure 10. Scheme showing the first step of the side-on and face-on mechanisms for addition of benzene to Cpd I in P450.
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intermediate can have a substrate radical or a carbocation or
different mixtures of the two. Furthermore, the substrate can be
in a side-on position, with the benzene ring more or less
perpendicular to the heme plane, or in a face-on position, with
the benzene plane more or less parallel to the heme plane; see
Figure 10.61 The QM/MM study showed that the two
geometrical forms have similar barrier heights for formation of
the first C−Obond, which is still the case when dispersion effects
are taken into account, indicating that both reaction paths are
possible.81,85 Both the side-on and face-on reaction paths can
form both epoxide and ketone, both of which can rearrange to
phenol.85 The side-on approach can also form phenol via a
shuttle mechanism, which has a N-protonated porphyrin as an
intermediate.61,85

For more complicated aromatic substrates, there are other
factors contributing to the reactivity patterns, such as interactions
(attractive or repulsive) between the substrate and either the
heme cofactor or amino acid residues in the active site. Recently
the oxidation of the substrate dextromethorpan in one specific
P450 isoform (2D6) was studied using a QM/MM approach.86

This substrate can be oxidized in two different ways, either
aromatic hydroxylation or O-demethylation, and it was found in
theQM/MMcalculation that only theO-demethylation pathway
is possible, in accordance with experimental observations. In
contrast, QM calculations on a small model including only the
Cpd I cofactor and an anisole substrate give similar barriers for
the two oxidation modes. It was concluded that the QM/MM
calculations demonstrate the crucial role of the protein in
determining the reactivity of this substrate, in contrast to QM
model calculations.86 It can be noted that an alternative way of
investigating the same issue would be to perform QM
calculations on a larger model including the amino acids in the
active site, which would also make it possible to determine the
specific roles of the individual residues.
4.1.5. Other Reactions. The cytochrome P450 enzymes are

capable of performing many other types of reactions in addition
to those discussed above, and many of them have been studied
computationally, such as dealkylation, sulfur and nitrogen
oxidation, ethanol oxidation, and C−C bond formation. For a
description of those and other computational studies on P450
reactions, see the previous reviews.60,61

4.2. Heme−Copper Oxidases

The heme−copper oxidases constitute a large family of
membrane-bound enzymes involved in aerobic respiration and
denitrification. They have a large sequence homology, and they
have a similar heme-containing active site. Common for these
enzymes is also that, during the catalytic reactions, electrons and
protons are taken up from outside the enzyme (membrane),
which means that the energy cost of these reactions has to be
estimated to obtain the energetics of the catalytic cycles. This is
done using experimental reduction potentials in a way similar to
that described in connection with the discussion about the O2
formation in PSII. The heme−copper oxidase enzymes include
both different variants of cytochrome c oxidases, which reduce
molecular oxygen to water, and nitric oxide reductase, which

reduces nitric oxide to nitrous oxide. The cytochrome c oxidases
are discussed in the first subsection below, and nitric oxide
reductase is discussed in the second subsection below.

4.2.1. Cytochrome c Oxidase. Cytochrome c oxidase is the
terminal enzyme in the respiratory chain, located in the
mitochondrial or bacterial membrane. The active site is a
binuclear center (BNC) consisting of a heme group (here labeled
heme a3; see further below) and a histidine-ligated copper
(labeled CuB). One of the histidine ligands has a cross-linked
tyrosine, which takes part in the redox chemistry involved in the
process of reducing molecular oxygen to water; see the scheme in
Figure 11. The four electrons needed to reduce one oxygen
molecule to two water molecules are delivered from cytochrome
c, located on the P-side of the membrane. The electrons are
delivered to the BNC via two cofactors, one dinuclear copper
complex (labeled CuA) and another heme group (here labeled
heme a; see further below) located near the binuclear center. The
protons needed for charge compensation and water formation
are taken up from the opposite side of the membrane, the N-side.
Because the electrons and protons are taken up from opposite
sides of the membrane, this reaction is referred to as an
electrogenic reaction. This means that each proton−electron pair
taken up by the BNC corresponds to the transport of one
positive charge from the N-side to the P-side, building up an
electrochemical gradient across the membrane. When this
gradient is present, the electron and proton uptake to the BNC
will be more costly, since the charges have to move against the
gradient. Since the reduction of molecular oxygen to water using
electrons from cytochrome c is very exergonic, this process can
still go on with the gradient present. In fact, this is how the energy
is stored, and the stored energy, in the form of the gradient, is
used by another enzyme in the membrane, adenosine 5′-
triphosphate (ATP) synthase, to make the energy-rich
compound ATP. Furthermore, the electrogenic chemistry is
not the only way this enzyme stores the energy, but there is also
another process, coupled to the electron transfer, which
translocates protons all the way from the N-side to the P-side,
thus enhancing the gradient buildup and making the energy
storage more efficient.87 These protons are referred to as
pumped protons, and the protons going to the BNC,
participating in the water formation, are referred to as chemical
protons. The reduction of molecular oxygen in cytochrome c
oxidase can thus be summarized:

+ + + → ++ − +n nO [4(1 )]H 4e 2H O (4 )H2 N P 2 P

The large family of cytochrome c oxidase enzymes can be
divided into subfamilies, which differ in the exact form of the
heme cofactors, in the presence of different numbers of channels
for proton transfer, and in the number of pumped protons per
electron (the value of n in the equation above). The largest
subfamily, the A-family, present in mammalians and in several
bacteria, is the most studied, and the only one that will be
discussed here. For the members of this family it has been shown
that the value of n in the equation above is 1; i.e., there is one
proton pumped per electron, meaning that for each electron

Figure 11. Catalytic cycle of CcO starting from the oxidized state O. The notation HP
+ corresponds to pumped protons.
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delivered to the BNC, there are two protons taken up from the
N-side, one for the chemistry and one to be pumped (see Figure
11). Furthermore, the members of the A-family have two proton
channels connecting the N-side with the BNC, called the D- and
the K-channels. Finally, in the A-family the heme cofactors are of
the heme a type, explaining the labeling heme a and heme a3
mentioned above.
From the description above, it should be clear that cytochrome

c oxidase is a quite unique enzyme and is very important in
bioenergetics, and it has been studied extensively, mainly
experimentally, but also computationally. The most intriguing
questions concern the fact that all proton motion occurs against
the gradient, which means that there must be some kind of gating
that prevents the protons from being taken from the
thermodynamically more favorable side of the membrane. In
particular, there must be special mechanisms assuring that one of
the protons taken up for each electron is pumped to the opposite
side of the membrane, and not used for the chemistry, which
would lead to losses in energy storage. The search for proton
pumping mechanisms has been one of the most active areas in
bioenergetics for a long time, and in spite of this, there has still
been no consensus reached about these mechanisms. Even if the
proton gating and pumping mechanisms are the most interesting
ones, it is also important to understand the mechanisms of the
chemistry of O2 reduction occurring in the BNC, involving the
O−Obond cleavage and the four reduction steps. All these issues
have been studied computationally, and the most important
results obtained from density functional theory studies will be
discussed below.
4.2.1.1. O−OBond Cleavage in CcO.Molecular oxygen binds

reversibly to the two-electron-reduced BNC, labeled R, with
Fe(II) and Cu(I), forming the experimentally observed
compoundA; see the scheme in Figure 11. The next intermediate
formed is labeled PM, in which the O−O bond is cleaved and the
cross-linked tyrosine is oxidized to a tyrosyl radical;88−90 see
Figure 11. In fact, most experiments have been performed on the
so-called fully reduced form of the enzyme, which has electrons
available also in the other two cofactors, CuA and heme a, and in
this case the PM intermediate is never observed, but instead the
tyrosyl radical is reduced to a tyrosinate by the electron on heme
a. However, the PM intermediate is the one expected to be
involved in the working enzyme, and it is therefore the one
discussed here. Thus, the O−O bond is cleaved in the first
reaction step after the O2 molecule has bound to the BNC, with
one of the oxygen atoms forming a hemeFe(IV)O moiety
and the other oxygen atom coordinating to CuB, presumably as
Cu(II)−OH; see Figure 11. From experimental observations it is
known that there is no uptake of protons during the R to PM
reaction steps, which means that the proton in the hydroxyl
group on CuB must be internal. It has been suggested that the
proton comes from the cross-linked tyrosine, since the tyrosyl
radical is most stable in its neutral form.88−90 Investigation of the
details of the O−O bond cleavage in the BNC of CcO is an
excellent subject for DFT studies, in particular since neither
electrons nor protons enter from outside the enzyme, and several
such studies have been made using different models of the BNC,
the most recent one shown in Figure 12 (built on the X-ray
structure of the fully reduced CcO91). The first aim of DFT
studies on the O−O bond cleavage step was to find out if the
suggested mechanism with the formation of the tyrosyl radical
was thermodynamically feasible. Using a quite small model of the
BNC, it was early shown that the cleavage of the O−O bond with
formation of a neutral tyrosyl radical, Cu(II)−OH, and Fe(IV)

O should be close to thermoneutral.58 However, that very first
study involved a water molecule in the O−O bond cleavage in
such a way that the oxygen atom in Cu(II)−OHdid not originate
frommolecular oxygen, which is in contradiction to experimental
indications.92 Therefore, a new study with a somewhat larger
model of the BNC was performed, investigating a mechanism
involving the O2 molecule binding in a bridging mode between
the two metals in the BNC,93 and in that study the A to PM step
was estimated to be exergonic by about 4 kcal/mol. The studies
mentioned so far used the B3LYP functional and included
solvent effects from the surrounding protein described as a
homogeneous dielectric medium. In the most recent study, using
an even larger model of the BNC with about 144 atoms, see
Figure 12,94,95 using the B3LYP* functional, and including
solvent, dispersion, and zero-point effects, this reaction step was
found to be exergonic by 4.3 kcal/mol.62

Thus, quantum chemical calculations have shown that the
suggested mechanism for the O−O bond cleavage, depicted as
the A to PM step in Figure 11, is thermodynamically feasible. On
the other hand, the activation barrier for this step comes out too
large in the calculations. From the experimental time constant for
disappearance of compoundA,89 the free energy of activation can
be estimated to be 12.4 kcal/mol using transition-state theory,
and from the weak temperature dependence it is estimated that
there is a large entropy effect on the barrier, resulting in an
enthalpy of activation of only 6.4 kcal/mol.89 The calculations
(using several different models of the BNC) show that the
reaction actually occurs in two steps. First, a proton is transferred
(via one or more water molecules) from the cross-linked tyrosine
to the O2 molecule, forming an Fe(III)−OOHperoxide, with the
distal oxygen coordinated to Cu(II) and with a tyrosinate. In the
second step an electron is transferred from the tyrosinate to the
O−O bond, which is cleaved, yielding the PM product. Using the
model shown in Figure 12, the actual O−O bond cleavage
transition state was found 21.0 kcal/mol (with B3LYP* and
solvent effects) above compound A, and the barrier for the

Figure 12. Optimized transition state for O−O bond cleavage in CcO.
The atoms with red circles are fixed to the X-ray coordinates in the
geometry optimizations. The model of the BNC is built on the X-ray
structure of the fully reduced CcO91 (PDB 3FYE).
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preceding proton transfer step, which was more approximately
investigated, was found to be about 5 kcal/mol lower.94 The
actual O−O cleavage barrier decreases to 17.6 kcal/mol when
dispersion and zero-point effects are included. Compared to the
free energy barrier of 12.4 kcal/mol, the calculated value of 17.6
kcal/mol is almost within the error bars (3−5 kcal/mol), but
compared to the estimated enthalpy barrier of 6.4 kcal/mol, the
error is still very large. The calculations show that a large part of
the highO−Ocleavage barrier comes from the endothermicity of
the first proton transfer step, and it was found that the addition of
a proton in the vicinity of the tyrosine residue stabilizes the
tyrosinate intermediate and lowers the total barrier signifi-
cantly.19 A possible source of the extra proton could be a
protonated lysine residue, located in the K proton path
connecting the N-side of the membrane with the BNC (at the
cross-linked tyrosine).19,94 The distance between the tyrosine
and the lysine is about 13 Å, which means that the lysine proton
would have to move closer to the BNC to give a large enough
stabilization. Another suggestion for solving the problem with
the high barrier obtained for the suggested O−O bond cleavage
mechanism is that the proton in the Cu(II)−OH complex
actually has an origin other than the tyrosine, which means that
the cost of such a proton cannot easily be estimated in the model
calculations.94,95 In summary, there is still no completely
satisfactory description of the O−O bond cleavage mechanism
that can explain the low experimental barrier.
4.2.1.2. Catalytic Cycle of CcO. The catalytic cycle of CcO, as

described in Figure 11, is composed of six steps. One of the steps
is the binding of molecular oxygen to the reduced BNC, the R to
A step, and the next step is the O−O bond cleavage, the A to PM

step, described in the previous subsection. These two steps
together,R to PM, correspond to reducing molecular oxygen with
all four electrons needed for the water formation, taking two

electrons from iron, Fe(II)→ Fe(IV), one from copper, Cu(I)→
Cu(II), and one from the cross-linked tyrosine, forming the
tyrosyl radical. The other four steps of the catalytic cycle, PM to F,
F to O, O to E, and E to R, correspond to re-reducing the active
site of the enzyme, with the transfer of one electron from
cytochrome c on the P-side of the membrane to the BNC in each
step. Each electron transfer is coupled to a proton transfer from
the N-side of the membrane to complete the water formation. As
mentioned above, and as indicated in Figure 11, each electron
transfer is also coupled to a proton transfer across the entire
membrane, called proton pumping and labeled HP

+ in the figure.
All six intermediates involved in the reaction scheme in Figure 11
have been observed experimentally and are partly characterized.
However, the detailed electronic and geometric structures are
not known, and to find those is one purpose of the computational
studies that have been performed. The reduction level of the
metal ions in the different intermediates is quite well-known from
experiment, while the protonation states are more difficult to
determine, as is the number of water molecules present in the
BNC. The scheme presented in Figure 11, based on several DFT
studies,19,62,94 suggests that the cross-linked tyrosine remains
unprotonated until the last re-reduction step, E to R, and that the
two newly formed water molecules leave the BNC in the last two
re-reduction steps.
The energetics of the O2-binding step, R to A, can be studied

computationally in the same way as the O−O bond cleavage step
described above, since there are no electrons or protons entering
during this step. An important aspect of the description of this
step, where a small gaseous molecule becomes bound, is that
there will be a significant entropy loss. Entropy effects cannot be
computed using the present models, since several atoms are fixed
to their X-ray coordinates, and for most of the reaction steps it
can be assumed that the changes in entropy are negligible, which

Figure 13.Calculated energy profile for one catalytic cycle of CcO, black curve. The relative energies without a gradient are obtained from ref 62 but with
correction of the Fe(II) (rather than Fe(III)) energy by 4.6 kcal/mol to make the R to A step agree with experiment. The orange curves correspond to
the situation with the gradient present; see further in the text.
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is why the calculated relative energies are considered to represent
changes in free energy. The exception is when a small gaseous
molecule becomes bound (or released). Then the entropy
change is estimated as loss (or gain) of the translational entropy
of the free molecule, which is 10.8 kcal/mol in the case of O2. The
free energy of binding of O2 relative to stateR calculated with the
model in Figure 11, using the B3LYP* functional and including
solvent, dispersion, zero-point, and entropy effects, is 5.6 kcal/
mol.62 This value is a bit too large compared to experimental
estimates, and it is likely due to the B3LYP* functional
destabilizing the Fe(II) oxidation state relative to the Fe(III)
state.20 Introducing a stabilizing correction of 4.6 kcal/mol for
the Fe(II) state gives a more reasonable binding of 1.0 kcal/
mol.62 This correction also affects the E to R transition, which
involves the Fe(II) oxidation state.
To calculate the relative energies of the remaining four steps of

the catalytic cycle, the re-reduction steps, the energy costs of the
electrons and the protons have to be estimated. This means that
the reduction potentials of the active site have to be compared to
the reduction potential of the electron donor, i.e., cytochrome c,
and the pKa values of the active site have to be compared to the
pKa value of the proton donor, i.e., bulk water. These values
cannot be calculated accurately using the present methodology.
Instead experimental reduction potentials are used in a
procedure described in several publications19,62,94,95 and also in
the section about PSII in the present review. The experimental
reduction potentials, 0.25 V for cytochrome c and 0.8 for
reduction of O2 to water, give an exergonicity of one catalytic
cycle of CcO of 51.0 kcal/mol (2.2 V).96 In combination with the
calculated free energy for the chemistry, the cost of each
reduction step (transfer of one electron from the donor and one
proton from the bulk) is set to reproduce the total exergonicity.
Together with the calculated relative energies of the
intermediates, this determines the energetics for each of the
reduction steps in the catalytic cycle. Using this procedure and
the model in Figure 12, the energy profile shown as the black
curve in Figure 13 is obtained.62 The energies are calculated
using the B3LYP* functional with the correction for the Fe(II)

state mentioned above and including solvent, dispersion, zero-
point, and entropy effects. Furthermore, simplified and
approximate barriers (13 kcal/mol) for the combined electron
and proton transfer reactions in each reduction step are
introduced, on the basis of the fact that the reduction steps
occur on a microsecond time scale.62 Finally, in the energy
profile, the experimental value for the O−O bond cleavage is
used and a small entropy barrier is introduced for the binding of
the O2 molecule.
The energy profile in Figure 13 shows that all reduction steps

are exergonic, but the two reduction steps occurring directly
before the O−O bond cleavage are only weakly exergonic, much
less exergonic than the other two reduction steps occurring
directly after the O−O bond cleavage. This result is in agreement
with experimental values for the reduction potentials involved in
the different reaction steps.97 It should be noted that all the CcO
energetics discussed so far refer to the situation with no
electrochemical gradient present across the membrane, and in
this situation there is no cost for pumping protons from one side
of the membrane to the other, affecting the thermodynamics. For
the working enzyme there is always a gradient present, and to
understand the mechanisms of the enzyme, the effects of the
gradient on the energetics have to be estimated. The maximum
gradient is known to be 200 mV, 4.6 kcal/mol,96 which means
that moving one charge against the gradient across the entire
membrane adds an extra cost of 4.6 kcal/mol to the energy
profile. For the energy profile in Figure 13, all points, except the
approximate electron/proton barriers, correspond to moving full
charges across the entire membrane, and therefore, the effects of
the gradient can easily be estimated; see the full orange curve in
Figure 13, in which it is assumed that the enzyme pumps one
proton per electron also with a full gradient. As can be seen from
the full orange energy profile, with the gradient present, two of
the reduction steps become endergonic, which in turn also raises
the barriers in such a way that the rate of the catalytic reaction
would decrease significantly. The electron/proton transfer
barriers are assumed to increase to 16 kcal/mol when the full
gradient is present, while the intrinsic O−O bond cleavage

Figure 14. Energy profile for one reduction step in CcO. The black curve corresponds to the experimentally observed reaction, including both water
formation (chemistry) and proton pumping. The red curves correspond to nonwanted reactions which would not lead to proton pumping.
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barrier is not affected. However, since the endergonicity of
preceding steps adds to the total barrier heights, several barriers
become around 20 kcal/mol or more, which corresponds to a too
slow rate, not in accordance with experimental observations. The
main reason for the high barriers is the original low exergonicity
in two of the reduction steps, and if the total exergonicity was
more evenly spread over the reduction steps, there would be no
endergonic steps, even with a full gradient and full proton
pumping. This uneven distribution of the reaction exergonicity
over the reduction steps is a major problem in understanding this
enzyme, discussed by several authors,96−98 and it has been
suggested that the enzyme somehow can store energy between
the reduction steps.96 Another suggestion, based on the
computed energy profile, is that even if the enzyme pumps one
proton per electron without and with a low gradient, with a full
gradient it is possible that only the two most exergonic reduction
steps are coupled to proton pumping, and in the other two
reduction steps the pumpingmechanism allows for leakage of the
protons expected to be pumped.94,95 Such a scenario is shown as
the dotted orange curve in Figure 13, and as can be seen, in this
situation there are no very high barriers.
Apart from the studies discussed above, only a few density

functional studies have addressed the entire catalytic cycle of
CcO,99,100 and the results of those studies were discussed already
in a previous review.95 One of those studies adopts an approach
similar to that discussed above, and although some results differ
significantly, the main results are rather similar.99 The difference
is most likely due to convergence to an excited state for one of the
intermediates in ref 99, as described in the previous review.95 The
other study100 is concerned with a different subfamily of CcO
(the B-family), and a very different approach is used. Among
other things, more attention is paid to a detailed description of
the proton and electron shifts in the BNC, resulting in a rather
complicated energy diagram for a 14-step cycle.100 Therefore, the
energy diagram in ref 100 is not directly comparable to the
energy diagram presented above.
4.2.1.3. Proton Pumping in CcO. The most fascinating

property of the cytochrome c oxidase enzyme is the ability to
pump protons against the electrochemical gradient. A working
mechanism for proton pumping must contain two main
ingredients. The first one is a mechanism for coupling electron
and proton transfer, which makes it possible to transfer two
protons per electron, one for the chemistry and one for pumping.
The second ingredient is a gating mechanism, which at different
stages governs the protons to move to the right place and against
the gradient. Both these ingredients can most easily be described
by an energy diagram for one reduction step in CcO, showing the
energetics for the elementary electron and proton transfer steps;
see Figure 14. The figure shows the only realistic energy profile
for one reduction step, published so far, that includes the most
important gating situations.101−103 The black curve in the energy
diagram is constructed using kinetic information from an
experiment on one reduction step (O to E104), generalized to
a situation where all reduction steps have the same exergonicity.
The black curve corresponds to the actual reaction taking place,
including both chemistry and proton pumping, and it contains
the couplingmechanism to be described below. The red curves in
Figure 14 correspond to nonallowed processes that would not
lead to proton pumping, and they have been constructed on the
basis of assumptions for possible gating mechanisms, also
discussed below.
To describe the pumping and gating mechanisms, two facts,

apart from the fact that the chemistry takes place in the BNC

(one electron and one proton per reduction step), have to be
known. One fact is that there exists a place in the vicinity of the
BNC where the protons to be pumped are temporarily stored
during the process, which is referred to as the pump-loading site
(PLS). The PLS is often assumed to be one of the propionate
groups of the heme cofactors. The other fact is that the BNC, the
PLS, and the electron transfer cofactor heme a are all close
enough to each other for significant (several kilocalories per
mole) electrostatic interaction. The basic coupling mechanism
for proton pumping is more or less generally accepted, and it can
be described as follows, referring to Figure 14. In step 1 an
electron from cytochrome c arrives at heme a, which triggers the
uptake of a proton from the N-side to the PLS in step 2. This
proton transfer occurs via a transition state labeled TSG, assumed
to be near a protonated glutamic acid in the D-channel for proton
transfer, and which also interacts significantly electrostatically
with heme a and the BNC. The proton in the PLS triggers the
electron transfer from heme a to the BNC, step 3, which in turn
leads to uptake of a proton from the N-side to the BNC for the
chemistry, step 4. At this stage there is no longer any
uncompensated negative charge that can stabilize the proton in
the PLS, and the proton is therefore expelled to the P-side in step
5. For this mechanism to work, there are several gating situations,
where the wrong process, not leading to proton pumping, must
have a higher barrier than the allowed process. Some of the gating
situations are shown in Figure 14, where the red curves,
representing the nonallowed processes, have higher barriers than
the black curve, representing the wanted process. The gating
mechanisms are quite complicated, and there is no consensus
about the details. Here, only one suggested gating mechanism
connected to the role of the transition state TSG will be briefly
described.101−103 In this mechanism the TSG is suggested to be
positively charged, which is achieved by an extra proton moving
in the D-channel toward the PLS, rather than taking the proton
from the protonated glutamic acid and making it fully
deprotonated. The positive charge on the TSG makes this
transition state stabilized by the electron arriving in heme a, in
the same way as a proton in the PLS is stabilized by this electron.
Thus, from state II in Figure 14, TSG−2 is lower than TSP−A,
which prevents proton uptake from the P-side. For a later state of
the reaction, labeled V in the diagram, the proton in the PLSmust
be prevented from moving back to the N-side, and rather be
pumped to the P-side. In this situation, V, there is no
uncompensated negative charge to stabilize the positive TSG−C,
which is therefore raised in energy and gives a higher barrier for
back-leakage to the N-side than for pumping the proton to the P-
side via TSP−5.
The mechanisms discussed above have been suggested on the

basis of experimental kinetic information, the X-ray structure,
electrostatic considerations, and careful analysis. A few DFT
calculations have been performed to evaluate certain aspects of
the suggested mechanisms. One DFT study used a model of
about 250 atoms, including the heme a cofactor, the region
around the suggested PLS, the region around the suggested TSG,
and a very simplified description of the BNC (essentially only the
CuB ion).105 Using this model, it could be shown that the
Coulombic effect from an electron in heme a is very similar at the
PLS and TSG, which is the basic ingredient in the suggested
gating mechanism. Using the same model, a value of 15.3 kcal/
mol was obtained for the back-leakage barrier, TSG−C, which was
estimated to be 16.1 kcal/mol (8.9 + 7.2) in Figure 14, using
simple electrostatics and the X-ray structure. DFT calculations
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on a much larger model with about 390 atoms gave a very similar
value of 15.4 kcal/mol for the same barrier.101

4.2.2. Nitric Oxide Reductase. Nitric oxide reductase
(NOR) catalyzes the two-electron reduction of nitric oxide to
nitrous oxide and water as one of the steps in the denitrification
pathway. As mentioned above, NOR has an active site very
similar to that of CcO, with the CuB ion replaced by a non-heme
FeB. The cross-linked tyrosine is missing, and FeB has a glutamate
ligand, apart from the three histidines. Also for the NOR
enzymes there are subfamilies, and the most well-characterized
one is the cytochrome c oxidizing NOR, cNOR, which like CcO
has cytochrome c as an electron donor, and which is the only type
of NOR discussed here. An interesting difference between CcO
and cNOR is that it has been found that the chemical reaction in
cNOR is nonelectrogenic; i.e., the electrons and protons are
transferred to the BNC from the same side of the membrane, the
P-side, and there is no proton pumping in cNOR.106 This result is
even more surprising since, counted per electron, the reduction
of nitric oxide to nitrous oxide and water by electrons from
cytochrome c is more exergonic than the corresponding
reduction of molecular oxygen to water in CcO. Much less is
known about the NOR reaction as compared to the CcO
reaction, and since the reaction of two NO molecules to form
N2O and water is a bit more complicated with regard to bond

formation and bond cleavage, there are more possibilities
available. The suggested mechanisms have been classified
according to the type of coordination of the two NO molecules
to the Fe ions in the BNC, and they are therefore labeled cis:b3,
cis:FeB, and trans mechanisms, respectively.107,108 It is
furthermore not known from experiment at what stage of the
reaction the electrons or protons enter.
Using a model of the BNC based on the first, recently

determined X-ray structure of cNOR,107 a DFT study of the
catalytic NO reduction has been performed. A procedure similar
to that described above for CcO was used to determine the
overall reaction energy for one catalytic cycle, and an energy
profile could be calculated which agrees on the most important
points with experimental information; see Figure 15.108 The
mechanism suggested on the basis of the calculations is
summarized in the scheme in Figure 16, and it is a cis:b3 type
of mechanism. The calculations also showed that the suggested
trans type of mechanism, where one NOmolecule coordinates in
a trans manner to each of the metal ions in the BNC, is
energetically quite unfavorable. In the mechanism suggested, the
two NO molecules coordinate to the reduced BNC with two
Fe(II) ions (labeled 4 in the scheme), and nitrous oxide is formed
and released (4 to 1) before the re-reduction of the active site
occurs (1 to 4). An interesting result from the calculations is that

Figure 15. Calculated energy profile for the catalytic reaction in NOR starting from the oxidized binuclear center. The barriers for proton and electron
uptake (dotted curve) are estimated using a combination of computational and experimental results.108

Figure 16. Suggested mechanisms for the catalytic reaction in NOR starting from the oxidized binuclear center.108
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the energy profile obtained explains the nonelectrogenicity of the
NO reduction reaction.62 As discussed above, in the reduction of
molecular oxygen in CcO, all reaction steps where the enzyme is
re-reduced by the electrons from cytochrome c are exergonic, and
when the gradient starts to build up, they become less exergonic
due to both the electrogenicity of the chemistry and the proton
pumping. In contrast, as can be seen from the energy profile in
Figure 15, the re-reduction of the enzyme in cNOR is endergonic
and is actually involved in the rate limitation of the entire catalytic
reaction. The endergonicity of the two-electron reduction is 14.1
kcal/mol, from 1 to 4 in the energy profile, and the rate-limiting
barrier is as high as 19.8 kcal/mol, from 2 to 4, which means that
if the reaction were electrogenic, the rate-limiting step would be
even higher, and the reaction would become too slow when there
is a gradient present.62 Therefore, the reaction in cNOR has to be
nonelectrogenic, in particular since the enzyme is located in a
membrane where a gradient is actually present from other
enzymes.

4.3. Other Heme-Containing Enzymes

In this section a few heme-containing enzymes that have been
studied computationally using density functional theory will be
briefly discussed. Included enzymes are myoglobin, nitric oxide
synthase, cytochrome cd1 nitrite reductase, and cytochrome c
nitrite reductase.
The binding of molecular oxygen to a ferrous heme group is

important in many enzymes, e.g., hemoglobin, myoglobin,
cytochrome c oxidase, and cytochrome P450. Other small
molecules, such as NO and CO, can bind to the same Fe(II)
position, either as a reaction step in itself in some enzymes, such
as in nitric oxide reductase, or as a competitor inhibiting the
binding of molecular oxygen. Estimating the binding energies of
these small molecules to the ferrous heme complex in different
surroundings is therefore an important ingredient in the
elucidation of many enzymatic reaction mechanisms. Compar-
isons to experimentally determined dissociation barriers show
that the calculated binding energies using the B3LYP functional
for these small molecules are significantly too small, at the same
time as, e.g., CASPT2 calculations give good agreement with
experiment.109−111 An important finding is that the addition of
dispersion effects, using the empirical formula by Grimme,36 to
the B3LYP results significantly improves the agreement with
experiment.37 In a recent combined QM and QM/MM study,
geometries and EPR parameters were calculated to gain insight
into the bonding and electronic structure of NO-bound
myoglobin.112 An interesting methodological aspect of that
study is that it was shown that QM-optimized structures using a
truncated model involving an unsubstituted heme group, NO, a
valine (Val68), the proximal and distal histidines (His93, His64),
and a protonated lysine (Lys45; see Figure 17113) did not give
structures consistent with those derived from QM/MM
calculations using the same QM part. However, a larger more
balanced QM model, also including the negatively charged
groups located close to the positively charged lysine (Asp60 and
one of the heme propionate substituents, PropD; see Figure 17),
was shown to replicate the QM/MM results.112

Not only is NO a toxic radical molecule, but it also plays an
important role in biosignaling, and it is produced by the enzyme
nitric oxide synthase (NOS), which exists in several isoforms.
The active site of this enzyme is similar to that of cytochrome
P450, containing a heme with a cysteine residue (Cys194) as the
proximal axial ligand; see Figure 18. NOS catalyzes the
generation of NO from L-arginine (RNH2C−NH2

+) (Arg906

in Figure 18114), molecular oxygen, and external electrons
ultimately delivered by NADPH in a process composed of two
cycles. In the first cycle L-arginine is hydroxylated to N-hydroxy-
L-arginine (RNH2C−NOH, NHA), which requires one oxygen
molecule and two external electrons. In the second cycle another
oxygen molecule and one external electron are used to transform
the NHA to NO and L-citrulline (RNH2CO). A tetrahy-
drobiopterin (H4B; see Figure 18) cofactor binding near the
active site has been found to play an essential role in both cycles,
and an H4B radical has been observed at certain stages of the
reaction.115 The detailed reaction mechanisms are not known for
either of the two cycles, but most likely the initial steps of both
cycles are similar to those of the catalytic cycle of P450, with a
ferric heme receiving one electron and thereafter binding the
oxygen molecule. The first cycle, which obtains a second external
electron and performs a hydroxylation, might occur in the same
way as hydroxylation in P450 with Cpd I as the active oxidant;
see, e.g., ref 115. In contrast, computational studies on the first
cycle of NOS have been interpreted to indicate that there might
be significant differences compared to that of P450. On the basis
of the results from a QM study, it was suggested that in the first
cycle of NOSCpd I is reduced to Cpd II before the hydroxylation

Figure 17. X-ray structure of the active site of myoglobin with bound
NO113 (PDB 2FRJ).

Figure 18. X-ray structure of the active site of nitric oxide synthase114

(PDB 1NOD).
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of the arginine occurs and that the arginine has to become
deprotonated in a previous step.116,117 Quite different con-
clusions were drawn from a QM/MM study on the first NOS
cycle, which was suggested to indicate that a Porf+−Fe(III)−
OOH intermediate with a porphyrin radical is involved in the
arginine hydroxylation reaction and the suggested mechanism
also involves an H4B cofactor radical.118 For the second NOS
cycle, mainly two different mechanisms for the oxidation of the
arginine hydroxide, NHA, have been suggested, involving either a
Cpd 0 type hydroperoxide as the active species or Cpd I as the
active oxidant.119 On the basis of a QM study on the secondNOS
cycle, it has been suggested that a heme-bound hydrogen
peroxide intermediate is formed initially and that via a ping-pong
peroxidase-type mechanism this leads to the formation of a Cpd I
species, which in turn via a tetrahedral transition state results in
the NO product.120

At least two different heme-containing nitrite reductase
enzymes have been investigated computationally. Cytochrome
cd1 nitrite reductase catalyzes the one-electron reduction of
nitrite (NO2

−) to NO as one of the steps in the denitrification
process. This enzyme contains a unique d1-heme cofactor in the
active site, and in a combined ENDOR and QM(DFT) study, it
was suggested that the unique d1-heme structure plays a role in
releasing the NO product from the ferrous state of the
enzyme.121 Cytochrome c nitrite reductase, on the other hand,
catalyzes the six-electron reduction of nitrite to ammonia,
without any observable intermediates such as NO or hydroxyl-
amine. This enzyme is a dimer, where each monomer holds five
heme c groups, and one of the heme c groups has a lysine as an
axial ligand and constitutes the active site where the nitrite binds;
see Figure 19.122 In a QM study the initial steps of nitrite

reduction were investigated using a model including the second-
sphere amino acids shown in Figure 19.123 It was concluded that
the transfer of two protons to the substrate, leading to release of
one water molecule, gives the most reasonable barrier if the
protons are delivered via the histidine (His277) near the active
site. In a second QM study, starting from the product heme−NO
complex of the initial reaction, the recharging of the active site
with protons and electrons, preparing for the final catalytic steps,
was studied using a similar model.124 It was concluded from
kinetic simulations based on the QM-calculated energy profiles
that the most likely recharging process occurs through two

consecutive proton-coupled electron transfer steps and also that
the active site tyrosine (Tyr218) does not seem to play a radical
transfer role, as has been suggested in the literature.124

5. NON-HEME IRON ENZYMES

5.1. Mononuclear Non-Heme Iron Enzymes

Iron-dependent enzymes hosting a single iron ion in their active
sites and binding the metal without involvement of the porphyrin
prosthetic group constitute a large superfamily of biocatalysts
participating in a vast range of biological processes. The scope of
chemical transformations catalyzed by this group is likewise very
broad, yet in most cases these are oxidative reactions involving
molecular oxygen. In the past decade our understanding of
catalytic mechanisms of these enzymes has advanced consid-
erably thanks to intense experimental and computational
research. Below we provide a review of computational studies
devoted to O2 activation by mononuclear non-heme iron
enzymes. Instead of trying to be exhaustive, the review picks
representative cases and aims at showing how the computations
shed new light on the mechanisms of these reactions.

5.1.1. Tetrahydrobiopterin-Dependent Hydroxylases.
The family of tetrahydrobiopterin-dependent hydroxylases
(PDHs) encompasses aromatic amino acid hydroxylases such
as phenylalanine hydroxylase (PAH), tyrosine hydroxylase
(TyrH), and tryptophan hydroxylase (TrpH), all of which
catalyze hydroxylation of a respective amino acid and (6R)-L-
erythro-5,6,7,8-tetrahydrobiopterin (BH4) cofactor. A represen-
tative reaction for this enzyme family is hydroxylation of
phenylalanine to tyrosine catalyzed by PAH (Figure 20).

This is a key step in catabolism of phenylalanine, and
deficiency of PAH leads to a hereditary metabolic disease
phenylketonuria. The other aromatic amino acid hydroxylases
participate in similarly vital metabolic pathways. More
specifically, TyrH catalyzes conversion of tyrosine to L-3,4-
dihydroxyphenylalanine (L-DOPA), which is a substrate for
biosynthesis of dopamine, adrenaline, and noradrenaline, i.e.,
neurotransmitters and hormones. TrpH introduces a OH group
into the indole ring of tryptophan, and this is a rate-limiting step
in biosynthesis of another neurotransmitterserotonin.
The X-ray crystal structure of PAH (Figure 21) clearly showed

that BH4 binds in the second coordination shell of the active site
iron; however, the distance between the Fe ion and BH4 does not
preclude an (indirect) bonding between the two entities.
Concerning the first coordination shell, the arrangement of
ligands is typical for the two-His−one-carboxylate super-

Figure 19. X-ray structure of the catalytically active site in cytochrome c
nitrite reductase122 (PDB 1FS7).

Figure 20. Catalytic reaction of phenylalanine hydroxylase-coupled
hydroxylation of phenylalanine and tetrahydrobiopterin.
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family.125,126 Accordingly, three sites on one face of the
octahedron are taken by two histidines and one glutamate,
whereas the remaining three apexes are occupied by water
molecules.
Circular dichroism (CD) and magnetic circular dichroism

(MCD) spectroscopic results indicated that when both substrate
and BH4 are bound, the metal has five ligands, and one of the
water molecules is supposed to have left the coordination
shell.127,128 This vacancy was postulated to be the place of
dioxygen binding.
The complete catalytic reaction of PAH has been studied with

DFT-cluster modeling, with the most important conclusion that
the reaction proceeds with generation of an iron−oxo reactive
species that is responsible for hydroxylation of the aromatic
amino acid.129,130 Here we summarize the results pertaining to
O2 activation by PDHs, whereas a description of aromatic ring
hydroxylation and other reactions elicited by iron−oxo species
can be found in the previous reviews.131,132

The DFT study on the dioxygen activation by PDHs was
conducted with the B3LYP functional applied to an active site
model constructed on the basis of the X-ray crystal structure
depicted in Figure 21.129 The water molecule labeled “W4” was
removed, consistent with the spectroscopy results mentioned
above and the fact that this coordination site is geometrically
most suitable for generation of a peroxo bridge between the

metal and BH4. The model included the remaining first-shell
ligands and, from the second shell, Glu286, W1, and BH4.
The mechanism of dioxygen activation by PDHs that was

supported by the DFT-cluster modeling study can be viewed as a
prototypical mechanism of generation of iron−oxo species at a
mononuclear Fe(II) site with a two-electron donor (co)-
substrate. The key features of this mechanism (see Figure 22)
are the following: (a) the reactive state is a spin quintet, (b) an
intermediate with a peroxo bridge between high-spin Fe(II) and
BH4 forms, and (c) heterolysis of the O−O bond proceeds with
protonation of the leaving (distal) oxygen. As will be seen below,
analogous reaction paths are often found for other mononuclear
non-heme enzymes producing ferryl species.
Concentrating a little more on the details of the reaction

(Figure 22), it can be noticed that dioxygen binds to the metal at
the vacant coordination site and the ground state of the resulting
ternary PAH−Fe−BH4−O2 complex is a spin septet. The free
energy computed for O2 uptake is +10.3 kcal/mol, which is a
quite typical value obtained with active site models and the
B3LYP functional. It mainly accounts for entropy loss when
dioxygen gets trapped in the enzyme active site. Such high
endergonicity at the beginning of the reaction would increase the
barrier of the following step to a level not at all compatible with
enzymatic rates. However, as will be discussed in more detail
below (for isopenicillin N synthase), the active site models tend
to underestimate the O2-binding energy, and the contributions
missing in active site models basically cancel the entropy loss.
Hence, the energy of the septet PAH−Fe−BH4−O2 complex was
taken as a zero level, which is compliant with an accepted
approach to assume the unfavorable entropy contribution is
canceled by “protein” effects.
As mentioned above, the DFT results showed that the

progress of the reaction requires the O2-bound complex to be
excited to a low-lying quintet state. The spin density distribution
obtained for the reactive quintet species indicates its structure is
best represented by Fe(III)−O2

•− with high-spin Fe(III)
antiferromagnetically coupled to the superoxide anion. On the
free energy scale the quintet lies 5.1 kcal/mol above the ground
state, yet this endergonic spin crossover pays off as it enables a
low-barrier attack of the superoxide on BH4. This step, involving
a barrier of 16.6 kcal/mol, leads to an intermediate with a peroxo
group bridging between high-spin Fe(II) and BH4, which means
the cofactor was two-electron-oxidized. Subsequently, the
catalytic reaction advances via a formally heterolytic cleavage of
the O−O bond that proceeds in two one-electron steps: the
more difficult first step for an electron transfer from high-spin
Fe(II) to theO−O σ* orbital (computed barrier of 4.8 kcal/mol)
and the very facile and barrierless second step when the O−O
half-bond is cleaved as the distal oxygen accepts a proton from
one of the water ligands. TheO−Obond cleavage is an exergonic
reaction, and it yields a hydroxylated form of the cofactor and the
reactive Fe(IV)O species. The latter is engaged in

Figure 21. X-ray structure of the active site of PAH (PDB 1DMW).

Figure 22. Suggested reaction mechanism for O2 activation by PDHs. Free energy values are given in kilocalories per mole.129
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hydroxylation of the aromatic ring of the substrate, which takes
place in the following steps of the catalytic cycle.
It should also be noted here that, besides lending credence to

the above-summarized mechanism involving the key iron−oxo
intermediate, the DFT results showed that an alternative
mechanism, whereby dioxygen is activated via binding to BH4
without participation of iron, is very unlikely.
5.1.2. α-Ketoacid-Dependent Oxygenases. α-Ketoacid-

dependent oxygenases (αKAOs) form a large group of enzymes
catalyzing a broad range of oxidative transformations that include
aliphatic and aromatic hydroxylation, halogenation, desaturation,
epimerization, ring closing, and ring expansion.133,134 These
oxidation reactions are often parts of vital biological processes
such as regulation of gene expression,135−137 DNA or RNA
repair,138 synthesis of antibiotics,139 or cellular oxygen
sensing.140 The biological significance of αKAOs and their
widespread existence in nature has stimulated intensive research
on αKAOs, including studies on their reaction mechanisms.
Already in 1982 it was suggested that the catalytic cycle of

αKAOs consists of a dioxygen activation phase, when O2 reacts
with α-ketoacid cosubstrate to generate the reactive Fe(IV)O
species, and a subsequent two-electron oxidation of a primary
organic substrate elicited by Fe(IV)O, similar to that of PDHs
discussed in the preceding subsection.141 The generic catalytic
cycle of αKAOs consistent with this proposal is presented in
Figure 23. Structural and spectroscopic studies revealed that α-

ketoacid coordinates the ferrous ion via its keto and carboxylic
groups, whereas the substrate binds in the immediate vicinity of
the iron cofactor.142−145 In analogy to PDHs, substrate binding
triggers release of a water ligand and hence opens a coordination
site suitable for binding of dioxygen.146 Subsequent oxidative
decarboxylation of the ketoacid yields the Fe(IV)O reactive
intermediate, which was trapped and characterized spectroscopi-
cally,147−152 and which is involved in two-electron oxidation of
the substrate.
The X-ray crystal structure of an active site of taurine

dioxygenase (TauD), which is often regarded as a representative
αKAO, is presented in Figure 24. Dioxygen is proposed to bind
to the vacant coordination site (trans to His255), which is a site
most exposed toward the substrate. Experimentally a ternary
enzyme−α-ketoacid−O2 complex has not been trapped yet, but
NO-bound analogues were characterized with X-ray crystallog-
raphy and spectroscopic methods.153−155

Since none of the reaction intermediates formed after binding
of O2 and before generation of the ferryl species have been
trapped so far, our insights into the mechanism of this part of the
catalytic cycle rest on computational results, most of which were
obtained with DFT methods. Several computational studies
tackled the issue of O2 activation by αKAOs; however, different
results, leading sometimes to divergent conclusions, were
obtained depending on the model and the density functional/
basis set used.156−159,155,160 The key intermediates found in these
studies are shown in Figure 25. Species A is an end-on Fe−O2

complex where an electron transfer between iron and dioxygen is
fairly advanced, and hence, the structure is usually drawn with
Fe(III) and a superoxide anion (cf. analogous species for PDHs,
vide supra). Note that in species A the α-ketoacid is not directly
involved in O2 binding, which is opposite the situation in species
B, C, and D. Species B differs from A in the mode in which the
superoxide anion is bound; i.e., in B, it is attached to the keto
carbon of the α-ketoacid and it only weakly interacts with the
ferric ion. In species C, oxygen has been two-electron-reduced
with both electrons provided by the iron and the peroxo group
forms a bridge between Fe(IV) and the α-carbon of the
cosubstrate. Species D results from decarboxylation of the α-
ketoacid, and it features Fe(II) chelated by peroxoacid.

Figure 23. Generic catalytic cycle of α-ketoacid-dependent oxygenase.

Figure 24. X-ray structure of the active site in a representative αKAO
(TauD, PDB 1OS7).

Figure 25. αKAO-oxygenated intermediates proposed to form prior to
the ferryl species.
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Four rather different mechanisms for oxidative decarbox-
ylation of α-ketoacid were formulated on the basis of the DFT
results, and they involve various combinations of speciesA−D, as
summarized in Table 2. For mechanism 1 in a rate-limiting step,
the quintet Fe(III)−superoxo species (5A) transforms into the
Fe(II)−peracid intermediate (5D). Subsequent heterolysis of the

O−O bond yields the quintet ferryl species.156,157,160 In
mechanism 2 there is a single major reaction step leading from
the septet Fe(III)−superoxo species (7A) directly to the 7[Fe-
(III)−O•−] intermediate; i.e., attack of the distal oxygen atom on
the keto carbon of α-ketoacid and cleavage of the C−C andO−O
bonds are coupled. Subsequent spin crossover from the 7[Fe-

Table 2. Mechanisms for O2 Activation by αKAOs Suggested on the Basis of DFT Computational Studies

mechanism no. sequence of steps

1 Fe(II)−α-ketoacid + O2 →
5A → 5D + CO2 →

5[Fe(IV)O]
2 Fe(II)−α-ketoacid + O2 →

7A → 7[Fe(III)−O•−] + CO2 →
5[Fe(IV)O]

3 Fe(II)−α-ketoacid + O2 →
5A → 5B → 5D + CO2 →

5[Fe(IV)O]
4 Fe(II)−α-ketoacid + O2 →

3C → 5D + CO2 →
5[Fe(IV)O]

Table 3. Computed Barrier Heights (kcal/mol) and Models Used in DFT Studies on O2 Activation by αKAOs

step mechanism barrier model functional ref
5A → 5D 1 10.4 a B3LYP 156

3.2 b B3LYP 157
13.9 c B3LYP 160

7A → 7[Fe(III)−O•−] 2 13.9 b B3LYP 156

13.8 c B3LYP 160
5A → 5B 3 12.9 c B3LYP 158

10.4 c B3LYP 159
5B → 5D 3 3.1 c B3LYP 158

3.6 c B3LYP 159
3C → 5D 4 11.2 d BP86 + 10% HF 155
5D → 5[Fe(IV)O] 1, 3, 4 5.7 a B3LYP 156

5.0 b B3LYP 157
ca. 5 c B3LYP 160
11.2 c B3LYP 158
17.6 c B3LYP 159
<1.0 d BP86 + 10% HF 155

Figure 26. Active site models used in DFT studies on dioxygen activation by αKAOs. Atoms marked with an asterisk were kept fixed.
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(III)−O•−] species to the 5[Fe(IV)O] species, which
completes mechanisms 2, is supposed to be very fast.157,160

Mechanism 3, like mechanism 1, proceeds on the quintet
potential energy surface (PES), yet the attack on the keto carbon
and the C−C cleavage are decoupled and take place in two
consecutive steps; i.e., the attack of the distal oxygen yields the
superoxo-bridged structure (5B), which in the following step
decarboxylates to the peracid species 5D.158,159 Finally, in
mechanism 4 binding of O2 to the Fe(II)−α-ketoacid takes place
on the triplet PES and leads directly to the alkyl peroxo-bridged
structure (3C) featuring intermediate-spin Fe(IV). Spin cross-
over from the triplet to the quintet spin state elicits
decarboxylation that yields 5D.155 The latter is cleaved as in
mechanisms 1 and 3.
Barrier heights of the salient reaction steps are gathered in

Table 3, where the applied functionals, models, and references to
the original works are also listed. The composition of active site
models used in these DFT studies is presented in Figure 26.
Analysis of the data gathered in Table 3 leads to several
observations of mechanistic relevance. First, for all mechanisms
the rate-limiting barriers for decarboxylation (leading to 5D or
directly to the ferryl species) are below 14 kcal/mol and usually
fall into a narrow range between 10 and 14 kcal/mol. Second, in
mechanism 3 the transition state connected with the 5A → 5B
step has an energy very similar to that of the TS for the 5A→ 5D
step in mechanism 1. Taking this together with the fact that the
second step in mechanism 3, i.e., 5B → 5D, has a very small
barrier (below 4 kcal/mol), it seems likely that minor differences
in models and/or basis sets are the reason for the fact that in
some studies species 5B was identified while in other the
nucleophilic attack of superoxide on the keto carbon was coupled
to C−C bond cleavage. Thus, if this hypothesis holds, then
mechanisms 1 and 3 are just two flavors of the same mechanism
where dioxygen binds to Fe(II), is activated by an electron
transfer from iron, and then, in the rate-limiting step proceeding
on the quintet PES, attacks the keto carbon of the cosubstrate.
Mechanism 2 is a septet variant of the same general reaction
scheme where, due to instability of the septet analogue of species
5D, the reaction proceeds directly to the 7[Fe(III)−O•−] species.
Furthermore, the cleavage of the O−O bond in the Fe(II)−
peracid intermediate (5D) is an easy step with a barrier usually
around 5 kcal/mol. The barrier of 11.2 kcal/mol, obtained for
this step in one study, can have its roots in the relatively small
basis set used in calculations of the final energies; the reason for
the largest barrier (17.6 kcal/mol), obtained in yet another study,
is unclear.
In summary, the results of five studies conducted with the

B3LYP functional provide a quite consistent picture of the
mechanism and seem to converge to a “consensus” scenario for
quintet and septet PESs. Of relevance here is the fact that the
reliability of the B3LYP functional in describing the energetics of
the 7A→ 7[Fe(III)−O•−] step has been confirmed by CCSD(T)
calculations.160

A considerably different mechanism (4) was proposed on the
basis of a DFT study conducted with a functional calibrated to
reproduce the geometry and electronic spectra of {FeNO}7

complexes, i.e., BP86 + 10% HF.155 With this functional O2 is
predicted to bind to the Fe(II)−α-ketoacid complex on the
triplet PES and directly form the bicyclic intermediate 3C
featuring a peroxo bridge and intermediate-spin Fe(IV). The
subsequent step is proposed to be a spin crossover leading to 5D
and proceeding through a minimum energy crossing point
located approximately 11.2 kcal/mol above. Thus, in mechanism

4 the oxidation state of iron changes from Fe(II) to Fe(IV) when
O2 binds, then back to Fe(II) during decarboxylation, and finally
to Fe(IV) during the O−O bond cleavage; i.e., a stable Fe(III)
species does not occur along this path. Mechanism 4 is certainly
an interesting alternative to mechanisms 1−3, though it remains
to be shown that the BP86 + 10% HF functional is reliable when
it comes to the relative energies of species of interest. Moreover,
the barrier for ordinary decarboxylation, i.e., not coupled to spin
crossover, proceeding on the quintet or septet PES, was not
reported for this functional, which precludes direct comparison
of the two different mechanistic scenarios.

5.1.3. Isopenicillin N Synthase. Isopenicillin N synthase
(IPNS) catalyzes a key step in the biosynthesis of penicillin and
cephalosporin β-lactam antibiotics, i.e., the four-electron
oxidative cyclization of the tripeptide δ-(L-α-aminoadipoyl)-L-
cysteinyl-D-valine (ACV) to isopenicillin N (IPN) (see Figure
27). IPNS belongs to the two-His−one-carboxylate superfamily

of enzymes (Figure 29), and its mechanism of O2 activation bears
remarkable similarities to those of other members of this group.
The consensus mechanism of the IPNS catalytic cycle is depicted
in Figure 28. Computationally, the catalytic reaction of IPNS has
been investigated at several levels of approximation: DFT-
(B3LYP) applied to active site models,161,162 a static QM/MM
(ONIOM) hybrid method,163,164 and a QM:[MM-FEP]
approach, in which the effect of the MM part is described by
free-energy perturbation (FEP).165 In-depth and scrupulous
comparison of the energy effects on the reaction energy profiles
computed with these methods provided many valuable insights
into “protein effects” as well as revealed strong and weak sides of
the computational approaches used to study metalloenzyme
catalysis. This detailed analysis has recently been published, and
the interested reader is referred to that work.132 Here, we will
only briefly summarize the major findings pertaining to the O2
activation part of the IPNS catalytic cycle.
In the substrate-bound form the ferrous cofactor of IPNS is

five-coordinate with one face of the coordination octahedron
occupied by the two-His−one-carboxylate motif and two other
sites taken by the water ligand and the thiolate group of ACV
(Figure 29). In analogy to NO, O2 is suggested to bind trans to
Asp216. For the IPNS−Fe−ACV−O2 complex several close in
energy species were found, the side-on septet (Fe(III)−O2

•−)
being the ground state. With the active site model the O2-binding
step was computed to be endergonic by 10.3 kcal/mol, which
taken at face value would boost a barrier for subsequent reaction
steps to a prohibitively high level.162 A solution of this
problematic issue was found thanks to comparison of the results
of the active site model and QM/MM(ONIOM) studies. In
particular, it was revealed that the active site model allows for
unrealistically large geometrical changes of the first-shell ligands,
which artificially stabilizes the unbound state by ca. 6 kcal/mol.
Endergonicity of O2 binding is reduced further by another 4−5
kcal/mol attributed to nonbonding interactions (mostly van der
Waals) between the QM andMMparts of the system.163 Thus, at

Figure 27. Enzymatic reaction catalyzed by IPNS.
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the QM/MM(ONIOM) level O2 binding to IPNS is computed
to be only slightly endergonic (2−3 kcal/mol).
The end-on Fe(III)−O2

•− species is an oxidant strong enough
to cleave the C−H bond at the β-carbon adjacent to the
deprotonated thiolate group of ACV. Septet, quintet, and triplet
spin states were tested, and the lowest barrier for Cβ−H cleavage
was located on the quintet PES.162

A noticeable difference between the results obtained with the
active site and QM/MM models concerns the stability of the
Fe(II)−OOH species (5 INT in Figure 30). With an active site
model it is located more than 10 kcal/mol below the reactant
level, whereas in QM/MM(ONIOM) and QM:[MM-FEP] it is
clearly above zero. The difference has been attributed to
unfavorable electrostatic interaction between the Fe(II)−OOH
species and the protein matrix.
Yet another difference concerns the mechanism itself (Figure

31). The so-called ligand donor mechanism has been put forth in

the study using an active site model.162 In this mechanistic
proposal, the aqua ligand (green in Figure 31) delivers a proton,
neutralizing the leaving OH group, and the hence formed water
molecule acts as a mediator for subsequent proton transfer from
the substrate’s NH group to the OH ligand. In the ligand donor
mechanism the energy barrier for the O−O cleavage computed
with an active site model is around 10 kcal/mol; in the static
QM/MM(ONIOM) calculations it is of the same value, but
drops below 10 kcal/mol after inclusion of dynamic effects via
QM:[MM-FEP]. The subsequent reaction step, i.e., water-
mediated proton transfer, turned out to be difficult (Figure 32).
Its barrier computed with the active site model is 19.8 kcal/
mol,162 whereas a lower bound limit obtained with QM/MM
supported by some molecular dynamics (MD) sampling is 20.7
kcal/mol.164 Irrespective of these high values of the barrier, the
ligand donor mechanism was not excluded since, as the authors
argued, “the modeled reaction is restricted to residues in the QM

Figure 28. Proposed reaction scheme for the catalytic cycle of IPNS.

Figure 29. X-ray structure of the active site of IPNS with ACV and NO bound (PDB 1BLZ).
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system, and alternative pathways may be available in the real
protein”.164

In the second proposal, called the substrate donor mechanism
(Figure 31), which is also consistent with the consensus

mechanisms of IPNS (Figure 28), the proton is taken from the
NH group of ACV.164 A low-barrier pathway for this mechanism
was found in the QM/MM(ONIOM) study when the QM part
of the model was extended to include residues stabilizing, via
hydrogen-bonding interactions, the carboxyl group of the
substrate (Tyr189, Arg279, Ser281, W523; see Figure 29). The
barrier for O−O bond cleavage in the substrate donor
mechanism is 9.3 kcal/mol, which is close to the barrier in the
ligand donor mechanisms. However, in the substrate donor
mechanism closing the β-lactam ring involves only a tiny barrier,
whereas in the ligand donor there is a barrier of around 20 kcal/
mol.
Clearly, the mechanism of O2 activation by IPNS reveals

similarities to that described above for PDHs, with the features in
common including the reaction proceeding on the quintet PES,
formation of a peroxo intermediate, and cleavage of the O−O
bond with protonation of the leaving OH group. The final steps
of the IPNS catalytic cycle (Figure 28) involve C−H bond
cleavage elicited by iron−oxo species and a subsequent closing of
the penam ring.

5.1.4. Apocarotenoid Oxygenase. Carotenoids play
multiple protective and regulatory roles in plant and animal

Figure 30. Reaction energy profiles for generation of ferryl species (ligand donor mechanism) in the IPNS catalytic cycle obtained with (A) the active
site model and (B) the QM/MM(ONIOM) and QM:[MM-FEP] models. Reprinted from refs 162 (panel A) and 165 (panel B). Copyright 2008 and
2011, respectively, American Chemical Society.

Figure 31. Two mechanisms for O−OH bond cleavage and β-lactam ring formation. Reprinted from ref 164. Copyright 2009 American Chemical
Society.

Figure 32. Energy profiles for the two mechanisms for O−OH bond
cleavage and β-lactam ring formation. Reprinted from ref 164.
Copyright 2009 American Chemical Society.
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physiology.166,167 The biologically active forms are often
apocarotenoids that are synthesized from the parent compounds
by an oxidative cleavage reaction catalyzed by a family of non-
heme iron enzymes.166,168 For example, apocarotenoid oxygen-
ase (ACO) from cyanobacterium Synechocystis sp. PCC 6803,
which is the only enzyme from this family with a known
structure, cleaves its substrate at the C15−C15′ bond (Figure
33).

The X-ray crystal structure was solved for an ACO−substrate
complex, and it revealed an unusual architecture of the active site
(Figure 34).169 In ACO the ferrous ion is bound by four histidine
side chains, and in the first coordination shell there are no
negatively charged protein ligands. Instead, three glutamates are
placed in the second shell, and they form hydrogen bonds with
the first-shell histidines. The coordination site exposed toward
the substrate is occupied by a water ligand; the site trans to
His304 remains empty. A hydrophobic channel passing by the
metal cofactor is the place where the substrate binds with its
C15−C15′ bond, which is to be cleaved, positioned close to the
water ligand.
The mechanism of the oxidative cleavage catalyzed by ACO

was studied with the B3LYP functional applied to an active site
model, which included the whole methyl-substituted π-
conjugated system of the substrate, first-shell histidines,
Glu150, and Glu370.170 The third second-shell glutamate, i.e.,

Glu426, forms a salt bridge with Arg52, and hence, it was not
included.
Reaction energy profiles constructed for two different

mechanisms involve comparable barriers for their rate-limiting
steps, and hence, any definite discrimination between these two
alternatives is precluded. In the first scenario, called the
“dioxetane mechanism” (Figure 35), the key intermediate is
the dioxetane species 4. The second mechanism, hereafter called
the “expoxidemechanism”, features the key epoxide intermediate
11. Both mechanisms begin with dioxygen binding at the
coordination site close to the substrate occurring with a shift of
the water ligand to the site trans to His304. Notably, O2 accepts
an electron from the substrate, which is oxidized to a radical
cation. The ground state of species 2 is a spin quintet with high-
spin Fe(II) and antiferromagnetic coupling between the organic
radical and the superoxide. The computed energy of O2 trapping
is +1.4 kcal/mol.
The lowest barrier path to the dioxetane intermediate

proceeds through, first, protonation of the distal oxygen by the
water ligand coupled to reduction (by Fe(II)) of the superoxide
to a hydroperoxo group (2→ 7), second, attack of the proximal
oxygen on C15′ (7→ 8), and, third, transfer of the proton back
to the OH ligand coupled to formation of the four-membered
ring (8→ 4). The subsequent steps of O−O and C−C cleavage
are fast and proceed with barriers not exceeding 11 kcal/mol.
First, the O−O bond is cleaved with the help of the ferrous ion,
which reduces one oxyl radical to O− stabilized by a bond to
Fe(III) (4→ 9). Second, the C−C bond is cleaved, yielding the
aldehyde products and the active site iron in the ferrous state 6.
In the epoxide mechanism, it is the distal oxygen atom of

species 2 that attacks C15′ (Figure 35; 2 → 10). In the rate-
limiting step (TS9; 16.6 kcal/mol), the peroxo bridge
intermediate undergoes a heterolytic O−O cleavage, leading to
Fe(IV)O and the substrate epoxide (11). The water ligand
plays a catalytic role in the subsequent step, when the oxirane
ring is opened, as it provides a proton to neutralize the negative
charge on O− (11 → 12). Finally, the iron−oxo species attacks
C15′, introducing the second oxygen into the substrate, and
thereby prepares it for the subsequent C−C cleavage proceeding
as in the dioxetane mechanism.

Figure 33. Oxidative cleavage reaction catalyzed by ACO.

Figure 34. X-ray structure of the active site of ACO (PDB 2BIW).
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5.1.5. 1-Aminocyclopropane-1-carboxylic Acid Oxi-
dase. In plants, ethylene plays the role of a signaling molecule
involved in such biological processes as fruit ripening, seed
germination, flower senescence, and leaf abscission. The ultimate
step in ethylene biosynthesis is catalyzed by a non-heme iron(II)
enzyme, 1-aminocyclopropane-1-carboxylic acid oxidase
(ACCO). The catalytic reaction of ACCO couples four-electron
reduction of O2 to two water molecules with oxidation of 1-
aminocyclopropane-1-carboxylic acid (ACC) and ascorbate.
Moreover, CO2, presumably in the form of HCO3

− or CO3
2−,

plays the role of enzyme activator. From experimental results it
follows that a substrate radical is produced during the catalytic
cycle and that the ACC chelates the active site ferrous ion with its
amino and carboxyl groups.171−174 These data allowed for
formulation of a mechanistic hypothesis presented in Figure 36.
According to this proposal, both substrates, i.e., ACC and O2,
coordinate to iron when bound in the active site, whereas
bicarbonate locates in the second coordination shell and provides
a hydrogen bond to the O2 ligand. The resulting Fe(III)−O2

•−

species is then one-electron-reduced to form an Fe(III)−OOH
intermediate that is a precursor for the ferryl species featuring an
N-centered substrate radical. Finally, the radical decomposes to
ethylene, CO2, and CN− concomitantly with reduction of the
ferryl species to an Fe(III)−OH intermediate. Reduction of the

Figure 35. Dioxethane and epoxide reaction mechanisms proposed for ACO on the basis of the results of a DFT study.170 Energy values are given in
kilocalories per mole.

Figure 36. Proposed general mechanism for the ACCO catalytic cycle.

Chemical Reviews Review

dx.doi.org/10.1021/cr400388t | Chem. Rev. 2014, 114, 3601−36583628

http://pubs.acs.org/action/showImage?doi=10.1021/cr400388t&iName=master.img-036.png&w=429&h=380
http://pubs.acs.org/action/showImage?doi=10.1021/cr400388t&iName=master.img-037.png&w=219&h=242


latter by the second electron provided by ascorbate completes
the catalytic cycle.
The feasibility of the above-sketched mechanism of ACCO

was probed with the B3LYP functional applied to an active site
model (see Figure 37) constructed on the basis of an X-ray

crystal structure of ACCO from Petunia hybrida.175 Protein
ligands were modeled with methylimidazole and acetate groups;
from the second shell, the side chains of Asn216 and Lys158 were
included. Bicarbonate was placed to bridge between Lys158 and
the first-shell ligands. ACC chelates iron with its amino group
bound trans to His117 and the carboxyl group trans to His234.
The inverse arrangement was also tested, but it led to very similar
results. Atoms marked with an asterisk were constrained in the
geometry optimization.
The results of the computational study confirmed the overall

reaction scheme from Figure 36 and provided some genuinely
new insights into the ACCO reaction mechanism (Figure 38).176

First, the results showed that the Fe(II)−O2 adduct, i.e., the
species present after O2 binding yet before the first reduction by

ascorbate, is not capable of generating a N-based substrate
radical. This means the one-electron reduction by ascorbate is a
prerequisite for progress of the reaction. Second, instead of the
originally proposed Fe(III)−OOH intermediate, it is the
Fe(II)−O2

•− species that is responsible for the N−H bond
cleavage. Moreover, the ferryl intermediate is generated after
opening of the cyclopropyl ring, not before. The reaction
sequence suggested in Figure 36, i.e., O−O bond cleavage
preceding opening of the cyclopropane ring, was also probed, yet
it led to a somewhat higher (by 3 kcal/mol) activation barrier. As
follows from the DFT results, decomposition of ferryl species to
ethylene and cyanoformate proceeds as depicted in Figure 38
with barriers not exceeding 3 kcal/mol. As cyanoformate is
known to be kinetically unstable in aqueous media with respect
to its constituents, CN− and CO2, the actual pathway of its
decomposition was not probed with DFT.

5.1.6. (Hydroxyethyl)phosphonate Dioxygenase and
(S)-(2-Hydroxypropyl)phosphonic Acid Epoxidase. The
reaction mechanisms of two non-heme iron enzymes catalyzing
oxidation reactions for related phosphonate compounds (Figure
39) were investigated with DFT methods. (Hydroxyethyl)-

Figure 37. Active site model used in the DFT study on the mechanism
of ethylene synthesis by ACCO. Reprinted with permission from ref
176. Copyright 2006 Wiley.

Figure 38. Reaction mechanism suggested for ACCO on the basis of the results of a DFT study.176 Energy values are given in kilocalories per mole.

Figure 39. Reactions catalyzed by HEPD and HppE.
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phosphonate dioxygenase (HEPD) is an Fe(II)-dependent
dioxygenase catalyzing oxidative cleavage of (2-hydroxyethyl)-
phosphonate (2-HEP) to formic acid and (hydroxymethyl)-
phosphonate (HMP). The second enzyme is (S)-(2-
hydroxypropyl)phosphonic acid epoxidase (HppE), which
catalyzes the ultimate step in biosynthesis of fosfomycin.
Similarly to HEPD, HppE is also an Fe(II)-dependent enzyme.
Its catalytic reaction involves oxidative cyclization of (S)-(2-
hydroxypropyl)phosphonic acid ((S)-HPP) coupled to reduc-
tion of O2 to water with two electrons provided by (S)-HPP and
two by the external reductant, e.g., NADH (reduced
nicotinamide adenine dinucleotide).

The reaction mechanisms of HEPD and HppE were
investigated with the B3LYP functional applied to active site
models (Figure 40) constructed on the basis of available X-ray
crystal structures. For HEPD the model included the first-shell
ligands and for some critical reaction steps also the second-shell
Tyr98, which forms a hydrogen bond with the phosphonic group
of 2-HEP.177 The rest of the protein was taken into account in the
follow-up ONIOM(DFT:MM) study, yet inclusion of the
protein in the computational model left the mechanism basically
unchanged.178 The active site model of HppE contained the first-
shell ligands and all polar groups from the second shell that form
hydrogen bonds with the first-shell ligands.179 An important
difference between the active site models used for HEPD and

Figure 40. Active site models used in DFT studies on reaction mechanisms of (A) HEPD177 and (B) HppE.179

Figure 41. Mechanism proposed for the HEPD reaction. Reprinted from ref 177. Copyright 2010 American Chemical Society.
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HppE concerns the protonation state of the substrate’s hydroxyl
group: forHEPD the group keeps its proton, whereas for HppE it
is deprotonated. Both choices are motivated by the structures of
the active sites in the enzyme−substrate complexes revealed by
X-ray crystallography, though for HEPD the structure was solved
with Cd(II) instead of Fe(II).
Reaction energy profiles computed for several mechanisms

previously proposed in the literature for HEPD and HppE
allowed the researchers to propose the most likely mechanistic
scenarios for the two enzymes. More specifically, for HEPD
heterolytic mechanisms invoking a Criegee-type rearrangement
or a heterolytic C−C bond cleavage were ruled out,177 whereas
for HppE it was shown that only the Fe(IV)O/Fe(III)−O•−

species is an oxidant powerful enough to efficiently cleave the
C1−H bond of (S)-HPP.177

The mechanism of HEPD suggested on the basis of the DFT
study is presented in Figure 41.177 In the reactant state (RC) the
dioxygen molecule has been reduced to a superoxide anion by
Fe(II), and as already mentioned, the alcohol group of 2-HEP is
assumed to be protonated at this stage. The DFT-predicted
ground state of RC is a septet with side-on-bound O2, whereas
the quintet end-on variant lies 5.3 kcal/mol above it. The latter
end-on quintet form is reactive; i.e., its distal oxygen atom accepts
a hydrogen from C2 of 2-HEP. With a protonated alcohol group,
the barrier to this step is quite high (30.3 kcal/mol without zero-
point energy (ZPE)), yet for a model with a deprotonated
hydroxyl group, it was lowered to 18.1 kcal/mol. This step is
similar to the first reaction step of IPNS (see Figure 28) since the
resulting intermediate Int-ooh features Fe(II)−OOH and two-
electron-oxidized substrate, i.e., aldehyde. In the next step the
peroxo group is transferred from Fe(II) to the aldehyde group
with the help of the phosphonate group; i.e., the latter shuttles a

proton from the distal to the proximal oxygen atom. Subsequent
homolytic cleavage of the O−O bond yields a gem-diol radical
intermediate, Int-feoh2, that undergoes homolytic C−C
cleavage, yielding the first product, i.e., formic acid. It is proposed
that in the last two steps formic acid is replaced by a water
molecule and the CH2-centered radical couples with the OH
ligand, forming the second product, i.e., HMP.
The mechanism of HppE suggested on the basis of the DFT

study is presented in Figure 42.179 The catalytic cycle is proposed
to begin with two-electron reduction of the Fe(II)−(S)-HPP−
O2 reactant complex by the external reductant. Reduction
coupled with uptake of two protons yields species 58, i.e., the
Fe(II)−OOH intermediate similar to Int-ooh from HEPD, yet
with the substrate molecule not oxidized yet. In the next step the
O−O bond is cleaved (the leaving OH group accepts a proton
from the alcohol group of the substrate), affording a very reactive
Fe(III)−O• species (59) that can either directly abstract the C1-
bound hydrogen of (S)-HPP or decay to the more stable
Fe(IV)O form (510), which subsequently cleaves the C1−H
bond. Both reaction branches converge at species 512 featuring
high-spin Fe(III)−OH and a C1-based substrate radical, a
situation somewhat similar to that of Int-hcooh/Int-h2o from
HEPD. However, instead of OH rebound, which would lead to
C1-hydroxylated product 515, the OH ligand is protonated with
a proton provided by the phosphonate/Lys23 pair (see Figure
40B) to yield intermediate 516, which easily transforms to the
final product fosfomycin (514) or its less sterically hindered trans
epimer (517).

5.1.7. Cysteine Dioxygenase. Cysteine dioxygenase
(CDO) is a non-heme iron enzyme requiring Fe(II) for activity
and catalyzing oxidation of cysteine to cysteinesulfinic acid
(Figure 43). CDO participates in controlling the level of cysteine

Figure 42. Mechanism proposed for the HppE reaction. Reprinted with permission from ref 179. Copyright 2013 Wiley.
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in the human body, and its decreased activity has been associated
with some neurological disorders.

In the enzyme−substrate (cysteine) complex of CDO the
ferrous ion is coordinated by three imidazole groups of histidine
protein ligands and chelated by the substrate cysteine with its
thiolate and amino groups. The remaining sixth coordination site
is used for binding of dioxygen. The reactionmechanism of CDO
was studied with DFT applied to an active site model180,181 and
then with a QM/MM method.182 In both cases, the reaction
energy profiles were computed with the B3LYP functional and a
similar fragment of the enzyme−substrate complex was treated
with DFT (Figure 44).
The mechanism of the CDO catalytic reaction that is

supported by the results of the computational studies can be
followed in Figure 44 depicting the reaction energy profile and
the key features of the reaction coordinate as derived from QM/
MM studies. Quite atypically, the ground state of the reactant

CDO−Fe(II)−cysteine−O2 complex is a spin singlet with
quintet and triplet species less stable by 5.8 and 13.8 kcal/mol,
respectively. Irrespective of this stability of the singlet species,
which most probably has its origin in the identity of the first-shell
ligands (four nitrogen ligands and one thiolate), the reaction
proceeds on the quintet and partly on the triplet potential energy
surfaces. In the first step, which is the slowest in the whole
reaction, the distal oxygen atom attacks the thiolate group of the
substrate cysteine, forming a peroxo-bridged intermediate (5B),
similar to that encountered for other non-heme enzymes. The
O−O bond is subsequently severed to afford the iron(IV)−oxo
species C with a triplet ground state. Thus, up to this point the
reaction proceeds on the quintet PES. The following rotation of
the S−O group (C→ C′), which replaces sulfur with oxygen as
the donating ligand, proceeds most easily with spin crossover
back from the triplet to the quintet PES. The rotation exposes
sulfur for attack by the Fe(IV)O group, which proceeds with a
small barrier again on the quintet PES and yields the final
productcysteinesulfinic acid.
In theQM/MM study onCDO, an alternative mechanism that

postulates an attack of the proximal oxygen of the peroxo group
on thiolate was also tested, yet on the grounds of the very high
activation energy, it was ruled out.182

5.1.8. Extradiol Dioxygenases. Extradiol dioxygenases
form a subgroup of mononuclear non-heme enzymes that
catalyze oxidative cleavage of the aromatic ring in catechol
substrates. Their name reflects the fact that they cleave the
aromatic ring at the bond adjacent to the diol group of the
catechol substrate (Figure 45). Extradiol dioxygenases are mainly
involved in microbial aerobic degradation of catechol substrates,

Figure 43. Reaction catalyzed by CDO.

Figure 44. Reaction potential energy profiles derived from QM/MM studies on CDO. The reported values are relative energies. Values in parentheses
include ZPE corrections, and values in brackets are relative energies obtained for geometries optimized with a larger basis set. Reprinted from ref 182.
Copyright 2011 American Chemical Society.
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yet a closely related enzyme, homogentisate 1,2-dioxygenase
(HGD), is found in higher organisms, including Homo sapiens.
Extradiol dioxygenases belong to Fe(II)- or Mn(II)-depend-

ent enzymes with a two-His−one-carboxylate metal-binding
motif in the active site. Spectroscopic and crystallographic results
indicate the catechol substrate chelates the metal with its two
oxygens, yet one of them remains protonated in a native
substrate−enzyme complex.183,184 As usual for enzymes
activating O2, the remaining sixth coordination site is used for
binding of dioxygen.
Several DFT(B3LYP) studies were dedicated to the reaction

mechanism of ring cleavage by extradiol dioxygenases, and their
results are by and large consistent with each other. Historically
the first of such studies used an active site model of 2,3-
dihydroxybiphenyl 1,2-dioxygenase (BphC; Figure 46A),185

whereas more recent studies used homoprotocatechuate 2,3-
dioxygenase (HPCD) as a representative extradiol dioxygenase
(Figure 46B,C).186−190 Active site models were comprised of two
imidazoles and acetate or formate, which modeled the metal-
binding triad, and catechol or homoprotocatechuate anions.
From the second coordination sphere the models included two
histidines (imidazoles): one (His241 or His248) positioned
close to the substrate’s ring and glutamate metal ligand and the
second (His195 or His200) located in the vicinity of the O2-
binding site. Additionally, a tyrosine forming a H-bond with
catecholate was also included. The model of the BphC active site
also takes into account Asp244 and a nearby water molecule,
whereas models for HPCD incorporate Asn157. In the most
recent study, Arg243, which forms a salt bridge with a carboxylic
group of the substrate, was also taken into account.
The reaction mechanism that is supported by the results of

B3LYP studies is presented in Figure 47, and this mechanism
applies to both iron- and manganese-dependent extradiol

dioxygenases. O2 binds to the metal at the coordination site
located trans to the glutamate ligand, and it is one-electron-
reduced to a superoxide radical. The electron is provided either
by the metal ion (b1) or by the substrate (b2). In the first B3LYP
study a species with a mixed b1/b2 character was described for
the septet spin state, yet for the reactive quintet state the
electronic structure is best represented by b2.185 For HPCD the
active site model shown in Figure 46B gave the electronic
structure consistent with b2, yet when themodel was extended to
include Arg243 (Figure 46C), the ground-state structure
changed to b1. These results indicate that a delicate balance
between the two forms exists, and although structure b1 is most
consistent with the interpretation of the recent spectroscopic
data obtained in freeze−quench experiments performed with an
electron-deficient 4-nitrocatechol substrate,191 it is likely that the
b2 form lies on the reaction path, at least for faster, electron-rich
substrates.
Irrespective of the actual electronic structure of species b at

this stage of the reaction, the substrate is fully deprotonated, and
in the quintet spin state it reacts readily with the superoxide
moiety, forming a peroxo-bridged intermediate (c). Protonation
of the proximal oxygen (c→ d) is a prerequisite for efficient O−
O bond cleavage that yields a metastable gem-diol radical (e).
The latter collapses, forming an epoxide ring (f) which easily
opens via C−C cleavage, affording a seven-membered lacton
radical intermediate (g). OH rebound (g → h) and opening of
the seven-membered ring (h → i) complete the reaction.
B3LYP mechanistic studies significantly contributed to our

understanding of the catalytic mechanism of extradiol
dioxygenases. Most notably, they consistently showed that (a)
the metal ion is redox-active during catalysis, (b) an intermediate
with a peroxo bridge between the metal and the substrate
participates in the reaction, and (c) the homolytic O−O bond
cleavage precedes ring expansion/cleavage. Moreover, an
alternative mechanistic hypothesis invoking a heterolytic O−O
cleavage concerted with ring expansion was ruled out.192,190 X-
ray crystal structures obtained for peroxo and gem-diol
intermediates add credence to the B3LYP-based mechanistic
hypothesis (Figure 47).193,194 The reaction mechanism of
homogentisate dioxygenase involves an analogous peroxo-
bridged intermediate undergoing homolytic O−O bond

Figure 45. Reaction catalyzed by extradiol dioxygenases.

Figure 46. Active site models used in selected DFT investigations on the reaction mechanism of extradiol dioxygenases. (A) Reprinted from ref 185.
Copyright 2004 American Chemical Society. (B, C) Reprinted with permission from ref 186. Copyright 2012 Royal Society of Chemistry.
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cleavage, yet the ring-opening steps are somewhat different
owing to the different structure of the substrate.195

5.1.9. β-Diketone-Cleaving Dioxygenase. β-Diketone-
cleaving dioxygenase (Dke1) is a non-heme iron enzyme with a
metal-binding motif composed of three histidine residues. Dke1
catalyzes oxidative cleavage of acetylacetone (acac) with
incorporation of both atoms of dioxygen into the products:
methyl glyoxal and acetate (Figure 48).196

The reaction mechanism of Dke1 was investigated with the
BP86 + 10% HF functional applied to an active site model
including the ferrous ion, its three histidine ligands, and the acac
substrate chelating the metal.197 As the Dke1 reaction coordinate
supported by the results of the computational study (Figure 49)
shows remarkable similarities to pathways already encountered
for other mononuclear non-heme enzymes, it is only very briefly
presented here. Thus, O2 binding leads to a reactive quintet
Fe(III)−superoxo species that by attacking an electron-rich
central carbon of acac transforms into a peroxo-bridged
intermediate. Subsequent heterolysis of the O−O bond, which
yields a ferryl species, proceeds with attack of the leaving distal
oxygen on the keto group; i.e., as usual, the leaving oxygen atom
develops a second covalent bond. Opening of the epoxide ring
followed by attack of the ferryl species on the ester carbon
completes the reaction.
5.1.10. Intradiol Dioxygenases.Diol dioxygenases fall into

two broad categories: the Fe(II)-dependent extradiol dioxyge-
nases covered in one of the preceding subsections and intradiol
dioxygenases which require Fe(III) for their activity and catalyze

oxidative cleavage of catechol rings at the C−C bond within the
diol fragment (Figure 50).

The change of iron oxidation state when going from extra- to
intradiol enzymes is paralleled by differences in the ligands
coordinating themetal ion. Thus, in the native state the active site
Fe(III) is bound by two histidines, two tyrosinates, and one OH
ligand. When the catechol substrate binds to the metal with its
two hydroxyl groups ionized, the OH and one tyrosine are
displaced from the first coordination sphere (Figure 51). From
the second coordination sphere, Arg457 and Gln477 form direct
hydrogen bonds with the substrate’s oxygens. The active site
model depicted in Figure 51 was used in a B3LYP study on the
reaction mechanism of intradiol dioxygenases, and its results
revealed several new details not anticipated previously.198

The reaction mechanism (with plausible side reactions)
supported by the B3LYP study involves four major chemical
steps (Figure 52): (a) binding of O2, yielding a peroxo-bridged
intermediate, 3, that undergoes a conformational change,
opening a coordination site on iron (3 → 3′), (b) binding to
the vacant coordination site a charge-neutral ligand that delivers a
proton to the proximal oxygen atom of the peroxo group (3′→ 4
→ 5) (the ligand might be a water molecule or Tyr447), (c)
cleavage of the O−O bond, which could proceed either
according to a heterolytic mechanism where O−O cleavage is
coupled to C−C breaking and ring expansion (5 → 6) or
according to a homolytic mechanism where Tyr408 provides an
electron, reducing the OH radical to OH− (5→ 9→ 6), and (d)
attack of OH on the anhydride and opening of the ring (6→ 7→
8). A novel finding of this B3LYP computational study was the

Figure 47. Reaction mechanism for extradiol dioxygenases supported by B3LYP studies.

Figure 48. Reaction catalyzed by Dke1.

Figure 49. Reaction mechanism for DKe1 supported by the results of a DFT study.197 Energy values are given in kilocalories per mole.

Figure 50. Reaction catalyzed by intradiol dioxygenases.
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observation that the conformational change of the peroxo
intermediate (3 to 3′) is critical for the cleavage specificity. It

places the O−Obond in approximately the same plane as the C−
C bond of the ring which needs to be cleaved. Such an
arrangement guarantees an intradiol type of cleavage irrespective
of the detailed mechanisms for this step. Concerning the O2-
binding step, a relatively straightforward mechanism was
supported by the B3LYP results, and it includes binding of O2
to the metal coupled to one-electron oxidation of the catecholate
anion (1 → 2). Subsequent coupling of the superoxide radical
with the semiquinonate (2 → 3) leads to the peroxo-bridged
intermediate in a sextet ground state.
An alternative mechanism for O2 binding was proposed on the

basis of the results of spectroscopic studies supported by DFT
and INDO/S-CI calculations.199 On the basis of a spectroscopy-
derived electronic structure description of the enzyme−
catecholate complex, it was suggested that O2 binding could
proceed on the quartet PES and the process would be a single-
step O2 trapping, leading directly to a peroxide intermediate
featuring an intermediate-spin Fe(III). However, the process
itself has not been probed with electronic structure methods, and
it is currently not known if it is energetically viable.

5.1.11. Naphthalene 1,2-dioxygenase. The catalytic
reaction of naphthalene 1,2-dioxygenase (NDO), a representa-
tive Rieske dioxygenase, involves cis-dihydroxylation of naph-
thalene coupled to two-electron oxidation of NADH (Figure 53).
In its active site, NDO hosts a mononuclear non-heme iron
cofactor with a two-His−one-carboxylate binding motif (Figure
54) and a Rieske Fe2S2 cluster located in the immediate vicinity

Figure 51. Active site model used in a DFT investigation on the reaction
mechanism of intradiol dioxygenases.198

Figure 52. Reaction mechanism for intradiol dioxygenases supported by the results of a DFT study. Reprinted from ref 198. Copyright 2006 American
Chemical Society.
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of the non-heme center. Crystal structures revealed that O2 binds
to the non-heme iron in a side-on fashion, whereas the aromatic
substrate locates nearby.200 Results of single-turnover experi-
ments unequivocally showed that the dihydroxylation reaction is
feasible even if the NADH reductase component of NDO is
missing provided the non-heme cofactor is in a ferrous state and
the Rieske cluster is reduced, i.e., two electrons are accessible
when O2 binds.

201 These results limit somewhat the number of
plausible mechanisms for dihydroxylation (under the single-
turnover conditions), yet there are still at least several plausible
detailed mechanistic scenarios that could be invoked. A B3LYP
study by Bassan et al. tackled these issues and provided valuable
insights into the course of the transformation of naphthalene to
the cis-diol by NDO.202

The active site model used in the DFT study included two
methylimidazoles and an acetate modeling histidines and
aspartate protein side chains and the naphthalene and O2
substrates. A slightly larger model, involving Asn201 and
Val203 from the second coordination shell, was employed to
test the stability of the results for the most critical reaction steps.
Binding of O2 was investigated with a model deprived of
naphthalene.
The results of the DFT study provided several interesting

insights into the NDO reaction. First, they showed that dioxygen
needs to be two-electron-reduced and protonated to be prepared
for further reaction steps. An iron-bound superoxo species was

found not to be capable of efficient attack on the aromatic
hydrocarbon. Second, heterolysis of the O−OH bond in the
Fe(III) species without involvement of the organic substrate was
found to require a prohibitively high activation barrier, and
hence, a mechanism invoking participation of an Fe(V)O
species was not supported. In contrast, when one more electron
is available, the O−O heterolysis begins with an Fe(II) species,
and the process is both facile and exothermic and yields an
Fe(IV)O intermediate that might be responsible for oxidation
of the organic substrate. However, in the single-turnover
experiment this second electron is definitely not available, and
hence, a different mechanism was sought. Such a mechanism,
which was not previously anticipated for NDO, was indeed
found, and it is presented in Figure 55. More specifically, the O−
O bond is cleaved in the Fe(III)−OOH species concerted with
formation of two C−O bonds in the arene oxide, which means
the hydrocarbon is two-electron-oxidized without the need to
form a high-valent iron−oxo species. Epoxidation involves a
barrier of around 18 kcal/mol, and it is the slowest step.
Subsequent opening of the epoxide to form a carbocation and
recombination of the latter with the OH ligand are predicted to
be very fast (barriers lower than 8 kcal/mol).

5.1.12. Chemistry of Oxygenated Species in Mono-
nuclear Non-Heme Iron Enzymes. In the preceding
subsections, we have reviewed selected DFT studies aimed at
the reaction mechanisms of mononuclear non-heme enzymes
activating O2. Here we summarize these results with a focus on
the chemistry that is available for various oxygenated species
encountered in the catalytic cycles of these enzymes. Trends and
similarities revealed in such compilations should both be useful in
systematizing our understanding of the full breadth of chemistry
at work in the so-far-studied non-heme enzymes and also serve as
a reference in future studies on novel enzymes from this vast
superfamily.
The superoxide radical bound to Fe(III) or Fe(II) is capable of

abstracting a hydrogen atom from substrates with relatively weak
X−H bonds (Figure 56). Such a situation was found in the
catalytic cycle of ACCO, where cleavage of the N−H bond is
facilitated by the ferrous ion capable of (partly) reducing the
resulting N-based radical to an anion. In the catalytic cycle of
HEPD and in the reaction of HppE with an enantiomer of the
native substrate, a C−H bond at the carbon hosting a
deprotonated alcohol group is severed by the superoxide. In
these cases transfer of a hydrogen atom to the superoxide is
coupled to one-electron reduction of Fe(III) to Fe(II), which
yields aldehyde or ketone products. In a similar way a
thioaldehyde is produced during the initial steps of the IPNS
catalytic cycle.

Figure 53. Reaction catalyzed by NDO.

Figure 54. X-ray structure of the non-heme iron cofactor in the NDO
active site (PDB 1O7G).

Figure 55. Reaction mechanism for the dihydroxylation reaction catalyzed by NDO suggested on the basis of the results of a DFT study.202 Relative
energy values in kilocalories per mole are given beneath the structures shown and above the arrows for the transition states connecting them.
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The most often encountered reaction of the Fe(III)−O2
•−

species is an electrophilic attack on an electron-rich (co)substrate
that yields an Fe(II) intermediate with a peroxide bridge between
the ferrous ion and an organic molecule (Figure 57). In all
examples shown in the figure the reactive spin state is a quintet
with high-spin Fe(III) antiferromagnetically coupled to the
superoxide radical. This particular electronic structure allows for
a smooth two-electron reaction, leading to a ferrous intermediate
featuring a high-spin Fe(II) ion, i.e., also lying on a quintet PES.
When the substrates are easily one-electron-oxidized, as, for

example, carotenoids or catecholates, already the ternary
enzyme−dioxygen−organic substrate complex may contain an
organic radical along with the superoxide anion stabilized by
coordination to the metal (Figure 58). With proper (anti-
ferromagnetic) alignment of the spins of the unpaired electrons
on the two radicals, direct coupling between them proceeds with
a straightforward formation of a new C−O bond.
With the O2 ligand already protonated, several different

reaction scenarios are usually plausible, and one of them,
arguably the simplest, involves a transfer of the HOO group from
the metal ion to the organic substrate (Figure 59). In the reaction
of HEPD, it is the distal, i.e., originally protonated, oxygen atom
that attacks the aldehyde group and the proton is transferred to
the second (proximal) oxygen atom with the help of a
phosphonic group of the substrate. In this reaction HOO acts
as a nucleophile. In the case of HGD, the HOO ligand has a
partial radical character, and hence, in its attack on the aromatic
ring, it behaves as an electrophilic reagent. Moreover, in the
HGD and ACO cases, it is the proximal oxygen atom that is
directly transferred from the metal ion to the organic radical, i.e.,
the proton remains on the same oxygen atom throughout the
reaction.
When a catalytic reaction involves a homolytic O−O bond

cleavage, one end of the peroxo group is in contact with the metal
ion, and it is reduced to HO− or RO− when the O−O bond
breaks (Figure 60). The electron required for the reduction is
provided usually by the ferrous ion; in intradiol dioxygenases,
which host Fe(III) in the active site, a tyrosinate ligand can serve
as a reductant.
Heterolytic cleavage of the O−O bond typically yields high-

valent iron(IV)−oxo species, and such a reaction requires Fe(II),

a deprotonated proximal oxygen atom, and usually also that the
distal oxygen atom has a chance to develop a second covalent
bond when the O−O gets broken (Figure 61). The bonding
partner for the distal oxygen can be a hydrogen (PDHs, IPNS,
ACCO) or a (co)substrate’s carbon (αKAOs, ACO, Dke1)
atom. Heterolysis to Fe(IV)O usually proceeds on the quintet
PES.
Finally, heterolytic O−O bond cleavage may proceed without

changing the oxidation state of the metal but instead with
coupled two-electron oxidation of an organic substrate (Figure

Figure 56. Examples of Fe(II)/Fe(III)−O2
•− reactions involving

hydrogen atom abstraction. Only the most relevant fragment of the
substrate is shown.

Figure 57. Examples of Fe(III)−O2
•− reactions involving electrophilic

attack and two-electron oxidation of an organic (co)substrate.

Figure 58. Examples of Fe(II)/Fe(III)−O2
•− reactions involving radical

coupling between the superoxide and an organic radical. Only the most
relevant fragment of the substrate is shown.
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62). In both cases depicted in the figure, a hydroperoxo group is
bound to high-spin Fe(III), and when theO−Obond cleaves, the
OH group remains on iron and the other oxygen atom forms two
covalent bonds with the organic substrate. This kind of
heterolytic O−O cleavage requires that the donor orbital of
the organic substrate, i.e., the one that provides two electrons for
reduction of the peroxo group, has a good overlap with the O−O
σ* orbital.
5.2. Dinuclear Non-Heme Iron Enzymes

5.2.1. Methane Monooxygenase. MMO is an enzyme
which inserts one oxygen from O2 into methane to form
methanol. The active site of the soluble form of MMO203 is
shown in Figure 63. It contains an iron dimer complex linked by
oxygen-derived ligands and has four glutamates and two
histidines. Due to the presence of a well-resolved X-ray structure,
and the technical importance of the reaction catalyzed, this was
actually the first redox-active enzymemechanism that was treated
with the cluster model using modern DFT functionals in 1997.4

Several groups were active at an early stage, and the most
essential parts of the reaction mechanism were determined more
than a decade ago. A comprehensive review of this development
was written by Friesner et al.204 In short, the active species
(compound Q) has a diamond core structure with two bridging
oxo groups and is in an Fe2(IV,IV) state, one of themost oxidized

species in nature. One of the oxo groups of compound Q
activates nethane by an abstraction of one hydrogen atom. The
TS is linear in C···H···O to form an Fe2(III,IV) state and amethyl
radical.4,204,205 The loss of entropy at the TS is a large part of the
barrier. In the second step, the methyl radical recombines with
the bridging hydroxide formed in the first step. The TS for this
step was first located by Basch et al.206 This rebound mechanism
was criticized by interpretations of radical clock experiments,207

which appeared to show that there could not be a sufficiently
long-lived alkyl radical to be consistent with a two-step
mechanism. A concerted mechanism with simultaneous cleavage
of the C−H bond and formation of the C−O bond was therefore
suggested. Several explanations were suggested to resolve this
apparent discrepancy between experiment and theory. In one of
them, it was concluded that the radical clock probe molecules

Figure 59. Examples of HOO transfer reactions. Only the most relevant
fragment of the substrate is shown.

Figure 60. Examples of O−O bond homolysis facilitated by one-
electron reduction of the proximal oxygen atom. Only the most relevant
fragment of the substrate is shown.

Figure 61. Examples of heterolytic O−O bond cleavage yielding
iron(IV)−oxo species.

Figure 62. Examples of heterolytic O−Obond cleavage proceeding with
direct two-electron oxidation of the organic molecule.
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were chemically so different from methane that different
mechanisms were likely.208 The probes are much easier to ionize
and could form cations instead of radicals. Another suggestion
was a so-called two-channel mechanism of the dynamics
involving a bound radical intermediate.209 A third possibility
could be something analogous to the two-state reactivity
mechanism suggested for P450 to explain similar discrepancies
in that case,76 but this has not been tested. In summary, a

concerted mechanism, as suggested by the experiments, has
never been found in DFT modeling calculations for methane
hydroxylation by MMO, at least when reasonable models have
been tried, and the suggestion has therefore not survived.
In the initial phase of the MMO studies, there were problems

converging to proper electronic states. These problems were
solved by Friesner et al.,204 who were able to obtain the correct
antiferromagnetic coupling of compound Q with two high-spin
irons. A state of key importance is also the first intermediate after
Q, with an electronic structure characterized as Fe2(III,IV)−
O•,208 discussed further below in connection with mixedMn−Fe
dimers. It was found that already at the TS for hydrogen
abstraction the iron dimer is in an Fe2(III,IV) state as it is in the
product of this step. The bridging oxygen radical would then act
as a hydrogen atom abstractor. At the TS, the spins are divided
between a bridging oxo ligand and the methyl, while the iron
spins stay essentially constant from the Fe2(III,IV)−O• state to
the product.
The O−O bond cleavage to reach compound Q is also a

significant step in the catalytic cycle. Again, several groups were
involved in studying this step at an early stage.208,210−212 There
was essential agreement among these studies on the mechanism.
First, a peroxide (compound P) is formed between the two irons
in an Fe2(III,III) state. Several different structures of P are nearly
degenerate. In the TS for the O−O cleavage, the oxygens are
symmetric, but only one of the irons is redox-active. In the final

Figure 63. Active site of methane monooxygenase.

Figure 64. R1 and R2 proteins in RNR.

Chemical Reviews Review

dx.doi.org/10.1021/cr400388t | Chem. Rev. 2014, 114, 3601−36583639

http://pubs.acs.org/action/showImage?doi=10.1021/cr400388t&iName=master.img-064.jpg&w=239&h=161
http://pubs.acs.org/action/showImage?doi=10.1021/cr400388t&iName=master.img-065.jpg&w=314&h=365


stage, the other iron also changes its oxidation state to IV, and
compound Q is formed. In the study by Friesner et al., it was
claimed that a large model of 100 atoms is needed to reproduce
the experimental reaction energy. This conclusion was drawn to
explain the difference obtained compared to results from other
groups, who used much smaller models of 40−50 atoms.
However, it was later shown that the size of the model was not
the reason for the difference in the results,28 which was instead
due to a convergence to the wrong local minimum in the
calculations with the large model. More recent work has
discussed the role of protons in dioxygen activation.213

Methane activation by particulate methane monooxygenase
(pMMO) has also been considered using quantum chemical
calculations.214,215 In contrast to the soluble MMO, pMMO uses
copper to affect its reaction.216 Calculations by Shiota and
Yoshizawa have suggested that the binuclear copper center is the
likely site for the reaction214a and that the active species is a bis(μ-
oxo)Cu(II)Cu(III) cluster.214b

5.2.2. Ribonucleotide Reductase. Ribonucleotide reduc-
tase (RNR) is another enzyme which was studied early with
DFT, using cluster models.210,212,217 Class I RNR has two
subunits, R1 and R2;218,219 see Figure 64. In R2 a very stable
Tyr122 radical220 is created by a reaction between dioxygen and
an iron dimer complex, very similar to that in MMO. The only
difference between the complexes is that one of the glutamate
ligands is replaced by an aspartate. When the ribonuclotide
substrate becomes bound in R1, there is a docking between R1
and R2, and the radical in R2 is transferred 35 Å to Cys439, close
to the substrate. The cysteine radical then acts as a catalyst for
replacing a hydrogen with a hydroxide on the ribonucleotide to
form a deoxoribonucleotide, the building block for DNA. After
this transformation, the radical returns to the tyrosine in R2. A
few hundred cycles can be performed before the tyrosyl radical
needs to be regenerated.
The dioxygen cleavage in RNR differs on a few important

points from that described above for MMO. Unlike the case in
MMO, there are a few ionizable residues in the neighborhood of
the iron dimer in RNR. One of them, Trp48, donates an electron
to the iron complex in the process of the dioxygen cleavage,
ending up in an Fe2(III,IV) complex termed compound X. A
DFT comparison has been made of the dioxygen cleavage in
MMO and RNR,221 suggesting that the incoming electron from
the tryptophan could be the reason the O−O cleavage is 2 orders
of magnitude faster in RNR than in MMO in spite of the large
similarity between the iron complexes.
An interesting question at a very early stage for RNR was how

the radical is transferred such a long distance without any
apparent redox-active cofactors along the way. An electron
transfer over a distance of 35 Å would be prohibitive using
normal rules of electron transfer. Theoretical modeling
suggested that a large part of the transfer occurs by moving a
hydrogen atom between a neutral and a radical amino acid, for
example, between Tyr730 and Tyr731 in the figure, rather than
just an electron.217,222 Other steps still occur by the more
conventional type of proton-coupled electron transfer (PCET),
where the electron goes between two amino acids, but the proton
has quite different donors and acceptors, the latter often bulk
water. This picture of the radical transfer agrees almost perfectly
with results from more recent advanced experiments involving
site-specific replacement of tyrosine with 3-aminotyrosine.223

The RNR substrate reaction was studied very early with DFT
using cluster models.224a In fact, the first study was so early that
the models were not entirely developed, and the clusters were

quite small. Two important features missing at that stage were
the fixation of coordinates from the X-ray structure and the
procedure for choosing proper protonation states. Still, the
mechanism derived contains parts that are still considered
correct. A refinement with improved models was made a few
years later,224b and good agreement with the experimentally
suggested mechanism was obtained. In the later study, a
transition state for a long-range (8 Å) electron transfer step
was obtained for the first time. In another similar study at the
same time, the substrate mechanism for the anaerobic RNR was
also characterized including the transition state for another long-
range electron transfer of 6 Å.224c In these transition states, there
are strong couplings between many degrees of freedom, some of
them involving proton motion. Unlike what is generally assumed
for long-range electron transfer, the number of degrees of
freedom directly involved in the motion is very large, actually
larger than in most TSs not involving electron transfer. All of
these different motions are grouped together in one single
coordinate with one harmonic frequency in the Marcus
model.225 It is quite impressive that this model usually works
so well. A review has been written on mechanisms of other
enzyme substrate reactions catalyzed by radicals,205 and the
reader is referred to that review for further details.

5.2.3. Enzymes with Mixed MnFe Dimers. During recent
years a new class of RNRs have been discovered containing a
mixed MnFe dimer, rather than the normal Fe2 dimer.

226 An
equally important feature of these enzymes is that they lack the
tyrosyl radical. Still, the same long-range radical transfer exists,
and the substrate reaction can be catalyzed in a way similar to that
of the iron dimer RNR. These surprising features have been
studied recently by DFT and cluster models.227a It was shown
that Mn(IV)Fe(III) has the same redox potential as the tyrosyl
radical. The metal complex is thus able to serve as the radical-
harboring site, performing exactly the same substrate catalysis as
the Fe2(III,III) complex with a tyrosyl radical.
Still another class of RNRs have recently been confirmed

containing a Mn2 dimer in the same position as the Fe2
dimer.228,229 In contrast to the Fe2 dimer and the MnFe dimer,
the Mn2 dimer is not able to cleave dioxygen. Comparative
calculations performed show that the cleavage of dioxygen is
actually more exergonic for theMn2 dimer than for the Fe2 dimer
complex.227b However, the barrier for the cleavage is indeed
higher for the Mn2 dimer, in agreement with the suggestions by
experiments. The reason for this is that, for theMn2 dimer, a very
stable end-on asymmetric peroxide is formed. The high stability
is due to the presence of two Jahn−Teller (JT) active metals. To
cleave dioxygen, a symmetric form first needs to be formed,
breaking the optimal JT distortions, which is quite costly. For the
Fe2 dimer and MnFe dimer, the symmetric form of the peroxide
is quite stable, and the barrier is therefore lower. Tentative, but
complete, energy diagrams for the radical transfer in the Fe2
dimer andMnFe dimer enzymes were also presented in the same
study. An important feature of these diagrams is that they appear
to explain how the radical could be so stable and still allow a fast
transfer through the H-bonded chain to the substrate, without
invoking an effect of the docking of R1 and R2 or the presence of
an additional proton from the solvent. The driving force for the
radical transfer is supplied by the exergonicity of the substrate
reaction. The formation of the cysteinyl radical from the tyrosyl
radical is slightly endergonic, and the driving force for the radical
transfer is supplied by the exergonicity of the substrate reaction.
The theoretical energy profile is in almost exact agreement with
the thermodynamic profile for the radical transfer on the basis of
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electrochemical measurements presented in a recent exper-
imental study.230

The two-electron chemistry, as performed by the iron complex
of MMO, has also been compared among the three different
dimers discussed above.227c It was shown that MnFe(IV,IV)) has
a substantially higher barrier for hydrogen abstraction than
Fe2(IV,IV). As mentioned above, a significant part of the barrier
is due to the loss of entropy for the incoming substrate. However,
if the substrate is bound in the enzyme, there is no loss of
entropy, and the MnFe dimer can therefore have a role as, for
example, an oxidase in that case. The Mn2 dimer will have a high
barrier even if there is no entropy loss.

6. COPPER ENZYMES

6.1. Enzymes with an Active Complex with a Single Copper

Copper-containing amine oxidases (CAOs) form a family of
redox-active enzymes which catalyze the oxidative deamination
of primary amines by dioxygen to form aldehydes, ammonia, and
hydrogen peroxide.231 Catalysis requires a protein-based o-
quinone cofactor, 2,4,5-trihydroxyphenylalaninequinone, re-
ferred to as topa-quinone (TPQ). The crystal structure for
yeast Hansenula polymorpha (HPAO) (among other CAOs) has
been solved to 1.6 Å resolution.232 At the active site a Cu atom is
coordinated to the imidazole side chains of three histidines and
weakly coordinated to two water molecules. The deeply buried
TPQ cofactor and copper are in close proximity, but they are not
coordinated to each other; see Figure 65.

Experiments have shown that the CAOs utilize a two-step,
ping-pong-type mechanism in their catalytic cycle.233 The
process can be formally divided into reductive and oxidative
half-reactions, with the reductive half-reaction being

+ → +E RCH NH E RCHOox 2 2 red

and with the oxidative half-reaction being

+ + → + +E O H O E H O NHred 2 2 ox 2 2 3

The early theoretical studies of these reactions were reviewed in
2003.205 At the time it was thought that copper was not redox-

active in this process, but simply acted as a “spin catalyst” to help
in the spin transition when O2 was activated. Recently, new DFT
investigations have been done to reinvestigate the role of
copper.234 It was then found that a redox-active Cu(I) is needed
to catalyze reduction of O2 to H2O2. According to the DFT
calculations for the oxidative half-reaction, the binding of
dioxygen to the Cu(I) metal in an end-on fashion leads to the
formation of a Cu(II)−O2−I−TPQsq intermediate. This
intermediate is reduced by an electron transfer concomitant
with a proton transfer from a tyrosine (see figure) through a
network of hydrogen bonds involving a water molecule. After the
TS, the tyrosine abstracts an electron and a proton from TPQ to
generate a Cu(II)−O2−II−TPQox complex. The tyrosine plays
a key role in this process by shuttling an electron and proton from
the TPQ cofactor to the Cu(II)−O2−I moiety. By substituting
copper with cobalt, it was also found that Co(II) is functional.
From early experimental235 and DFT236 work, it was already
known that copper is redox-active in the biogenesis of the TPQ
cofactor. A tyrosine will be transformed to the TPQ by binding
axially to copper. Dioxygen will bind equatorially. This structure
leads to a Cu(II) complex with a superoxo and a tyrosyl radical.
The superoxo ligand will then attack the tyrosyl and form a
bridging peroxide. At that point the O−O bond is cleaved
accompanied by proton transfers. This is followed by a water
attack, leading to a hydroxide attack on the ring, followed by
proton transfers. Biogenesis is completed by yet another O2
molecule, which takes two protons and two electrons from the
quinone, forming H2O2 and TPQ.205

Another mononuclear copper enzyme that has been studied
with quantum chemistry is galactose oxidase (GO), which
catalyzes the two-electron oxidation of primary alcohols to their
corresponding aldehydes, coupled with reduction of dioxygen to
hydrogen peroxide.237 One of the copper ligands is a cysteine-
linked tyrosyl radical that interacts in an antiferromagnetic
fashion with the Cu(II) center. Calculations using both the
cluster approach238 and QM/MM6 have helped establish the
reaction mechanism of GO. The substrate binds equatorially to
the Cu(II) ion and loses a proton to an axial tyrosine residue.
Hydrogen atom transfer from the substrate to the tyrosyl radical
then takes place, resulting in a substrate ketyl radical, which
subsequently reduces the copper to yield Cu(I) and the aldehyde
product. Finally, molecular oxygen oxidizes the Cu(I) and the
tyrosine to regenerate the Cu(II) ion and the tyrosyl radical, also
giving the hydrogen peroxide product. In addition to the
mechanistic studies, the calculations have also provided insight
into the electronic andmagnetic properties of the cysteine-linked
tyrosyl radical in GO.239

The one-electron reduction of NO2
− to NO, one of the steps

in the denitrification process, occurs in two classes of enzymes.
One class uses a d1-heme cofactor, and it is briefly discussed in
section 4.3 above. The other class uses two copper atoms, and it
is briefly discussed here. The catalytic reaction in copper nitrite
reductase takes place at the T2 copper site, with three histidine
ligands and a second-shell aspartate, shown in Figure 66.240 A
DFT study of the reaction mechanism in the copper nitrite
reductase has been performed using a model complex including
the residues shown in Figure 66 plus two water molecules.241 A
mechanism was suggested where two protons enter via the
aspartate (Asp92) near the active site and reach the NO2

−

substrate via a water molecule. The first proton enters after, or in
concert with, the binding of the negatively charged substrate to
Cu(II), and the second proton enters after the one-electron
reduction to Cu(I) by an external electron, entering via the other

Figure 65. X-ray structure of the active site of copper-containing amine
oxidase.232
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copper site. The calculations suggest that there is no hydroxyl
intermediate formed, but rather a state with a protonated nitrite
bound to the reduced copper. The N−O bond is cleaved when
the second proton, located on the aspartate (Asp92), attacks the
protonated nitrite oxygen, forming NO and a water molecule.241

Quercetin 2,3-dioxygenase (2,3QD) is the only known
dioxygenase which contains copper. The substrate quercetin is
a 3,5,7,3′,4′-pentahydroxyflavone. The full mechanism has been
studied by cluster models using hybrid DFT.242 The active site
has a single copper ligated to three histidines, one glutamate, and
one water. First, the substrate replaces the water and binds to
copper. Like in several other metal enzymes, O2 binds in a
bridging mode between the metal and the substrate. However,
unlike the other ones, the O−O bond is not cleaved at that stage.
Instead, the metal−oxygen bond is first broken to form a second
C−O bond to the substrate. Only at that stage is the O−O bond
broken in an unusually complicated TS, where besides the O−O
bond also two C−O bonds are broken and CO is released. In the
entire area of chemistry, this is a very uncommon form of TS.
6.2. Enzymes Containing a Copper Dimer

The type 3 copper proteins have a dinuclear copper complex at
the active site, with each copper coordinated by three histidine
ligands. Tyrosinase, catechol oxidase, and hemocyanin belong to
this class. Tyrosinase catalyzes two different reactions, the
oxidation of phenol (tyrosine) to o-quinone and the conversion
of o-diphenols to o-quinones (Figure 68), both with the help of
dioxygen. Catechol oxidase has only diphenolase activity, while
hemocyanin is an oxygen transport protein without phenolase or
diphenolase activity. Crystal structures of hemocyanin243,244 and
catechol oxidase245 have existed for some time, while the X-ray
structure of tyrosinase is rather recent;246 see Figure 67.
The mechanisms of both tyrosinase and catechol oxidase have

been studied using hybrid DFT methods.247,248 An interesting
aspect of the experimentally advocated mechanisms for both
enzymes249,250 is that protons are suggested to enter and leave
the complex, while the overall reaction does not need any
protons from the outside. This would imply that there should be
many amino acids that could function as catalytic bases around
the active site. However, the crystal structures show no such base.
From calculations for catechol oxidase, it has been possible to
suggest a mechanism in which no protons are entering or leaving
the dicopper complex, thereby keeping the charge of the complex

constant at +2. For tyrosinase, on the other hand, this has so far
not been found possible.
The theoretical mechanism for catechol oxidase248 is shown in

Figure 69. It starts out with the binding of an oxygen molecule to

a Cu2(I,I) complex, forming a Cu2(II,II) complex with a bridging
μ-η2:η2 peroxide. In the first half-cycle, the peroxide abstracts a
hydrogen atom (both proton and electron) from the first
chatechol substrate in a PCET step. The product is a Cu2(I,II)
with a radical quinol complex. After this, the O−O bond of the
peroxide is cleaved in the rate-limiting step of the catalytic cycle.
The product is a Cu2(II,II) complex with metal-bridging

Figure 66. X-ray structure of the catalytically active T2 copper site in
copper nitrite reductase.240

Figure 67. X-ray structure of the active site of tyrosinase.246

Figure 68. Reactions catalyzed by tyrosinase.

Figure 69. DFT-suggested catalytic cycle for catechol oxidase.248
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hydroxide and oxyl radical ligands. The substrate remains a
radical quinol. By having two radicals, the enzyme avoids the
costly formation of the Cu(III) state. In the next and final step of
the first half-cycle, the second hydrogen atom of the substrate is
abstracted by the oxyl radical in another PCET step. The
quinone is released, and the second substrate enters. In the first
step of the second half-cycle, a proton of the substrate is
abstracted by one of the hydroxide groups to form a water ligand
bound to a Cu2(II,II) state and with a copper−catecholate bond
to the substrate. In the final step, the second proton is abstracted
from the substrate by the remaining bridging hydroxide, and the
Cu−O bond to the substrate is broken, leading to a second
quinone, which is released, leaving an electron to the complex.
After release of the two water molecules, the product Cu2(I,I)
complex can start a new catalytic cycle.
In contrast to catechol oxidase, no mechanism consistent with

the experimental X-ray structure and a neutral incoming
substrate has yet been found. However, if the phenol is
deprotonated prior to arrival at the active site, a mechanism
with a reasonable rate-limiting barrier can be obtained.247b

Alternatively, and almost equivalently, a low-barrier mechanism
can be obtained if the starting structure is a Cu2(I,I) complex
with a bridging hydroxide;247a see Figure 70. In that case, the

mechanism starts with an abstraction of a proton from the phenol
substrate by the bridging hydroxide, which will then leave as a
water molecule. In this process the phenolate substrate will bind
to one of the coppers, followed by binding of O2 as a superoxide.
In the next step, the superoxide will attack the phenol substrate to
form a bridging peroxide with one of its oxygens binding to the
substrate and the other one between the coppers. This is
followed by the rate-limiting step in which the peroxide is
cleaved. The remaining bridging oxide will finally abstract a
hydrogen atom from the substrate, which will be transformed to a
catechol and leave, and the cycle can start all over again. A major
problem with this mechanism is that there will never be an
asymmetrically bridging peroxide, as strongly implicated by
experiments. Alternatives with a proton abstraction of the
incoming phenol by a histidine ligand, or by an amino acid quite
far away from the active site, have been tried but so far without
success.247b In a QM/MM study, a mechanism appeared to be
demonstrated where the requirement for an outside base was not
necessary.251 The mechanism suggested was quite similar to one
which was attempted earlier and rejected. A new interesting
feature of the QM/MM mechanism was that, in the transition
state, one of the histidines left copper to form a hydrogen bond to
the peroxide. However, it was later shown that there are technical

errors in the QM/MM study, and the new mechanism had to be
abandoned.247b The problem of how the incoming phenol
substrate is deprotonated therefore remains for future studies.

6.3. Multinuclear Copper Enzymes

Enzymes containing multinuclear copper sites catalyze a variety
of redox reactions.252 Quantum chemical calculations have been
used to study the properties of the active sites and elucidate the
reaction mechanisms of a number of these enzymes.253−255 A
very recent review by Rulisek and Ryde summarizes the results
on multicopper oxidases.256

Here, we discuss the results concerning a multicopper
reductase, namely, nitrous oxide reductase (N2OR). This
bacterial enzyme catalyzes the reduction of N2O to N2, which
constitutes the final step of the denitrification process in the
global nitrogen cycle.257 N2OR is a homodimer, and each
monomer contains two multinuclear copper centers, CuA and
CuZ.

258 CuA is a binuclear copper center involved in transferring
electrons to the catalytic center, while CuZ is a μ4-sulfide-bridged
tetranuclear copper cluster (see Figure 71) where the substrate
reaction is believed to take place. The catalytically active form of
CuZ has been demonstrated to be the fully reduced state (4Cu(I)
oxidation state).259

DFT calculations have been performed on models of CuZ,
both to study the electronic structure of the cluster and to
investigate the mechanism of the N−O bond cleavage step.
Solomon and co-workers performed calculations on a [Cu4S-
(Im)7]

2+ model and concluded that the N2O substrate binds to
the fully reduced CuZ in a bent μ-(1,3)-O,N fashion, bridging the
CuI and CuIV centers, upon which the N−O bond dissociates
(see Figure 71).254

Later calculations by Ertem et al.255 using both the
[Cu4S(Im)7]

2+ model and also a somewhat larger model that

Figure 70. DFT-suggested catalytic cycle for tyrosinase.247a

Figure 71. (A) Active site structure of N2OR.258c. (B) Two alternative
mechanisms for N2OR.
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includes some second-shell residues have suggested an
alternative mechanism in which the N2O substrate coordinates
terminally to the CuZ cluster before N−O bond cleavage takes
place (Figure 71). This pathway resembles the mechanism
suggested for the reduction of N2O by a dinuclear [(LCu)2S2]

+

biomimetic model complex.260 It turns out that the bridging and
terminal mechanisms have quite similar barriers and the DFT
calculations can therefore not conclusively determine which one
is operative for N2OR.
Very interestingly, recent crystallographic studies have shown

that the CuZ cluster under some conditions contains an
additional sulfur atom that bridges the CuI and CuIV centers.

261

More experimental and theoretical work is thus required to
establish the significance of this new finding in the reaction
mechanism of N2OR.

7. HYDROGENASE
Combining water oxidation, releasing protons and electrons as
discussed above, with the use of these protons and electrons to
produce dihydrogen is an attractive way to diminish the need for
fossil fuels. In nature, hydrogenases are the enzymes designed to
form dihydrogen from protons and electrons in a reversible
process:

+ ⇔+ −2H 2e H2

Hydrogenases are divided into three main classes by specifying
the transition-metal content of their active sites. These classes are
the NiFe,262 the FeFe,263 and the iron−sulfur cluster-free264

hydrogenases. Of the two main classes, the NiFe enzymes are
primarily used for hydrogen oxidation and the FeFe enzymes for
proton reduction.265−267 There are two rather recent reviews on
theoretical work on hydrogenases.268,269 Most of the work has
considered H−H bond cleavage, but the reaction is commonly
considered as easily reversible by external means, and the
mechanism is therefore assumed to also be the same for theH−H
bond formation. The pathway for H−H bond cleavage will be
discussed here.
The X-ray structure of the active site for the reduced form of

NiFe hydrogenase is shown in Figure 72 for a Ser499Ala
mutant.270 There are four cysteinate ligands, two of them
bridging between nickel and iron and two of them terminally
bound to nickel. Iron has in addition three diatomic ligands, two
of which are cyanides and one of which is a carbonyl, which is
very unusual for a biological metal complex.
The catalytic cycle of NiFe hydrogenases is usually illustrated

by a scheme such as that in Figure 73A.271 It contains the three
intermediate states observed experimentally, Nia-C*, Nia-S, and
Nia-SR. Nia-C* is the EPR-active resting state, which has a
bridging hydride between the metals. The EPR-silent Nia-SR
state is reached by reduction of Nia-C*, while Nia-S, which is also
EPR-silent, is obtained by oxidation. To complete the cycle, Nia-
SR can be reached by adding dihydrogen to Nia-S. Several other
states have been observed under varying conditions but will not
be discussed here. An interesting alternative scenario to the one
in Figure 73A, shown in panel B in the same figure, has also been
suggested.272 The main difference between these mechanisms is
that Nia-S does not participate in the active cycle. Instead,
catalysis starts only after an initial reaction between Nia-S and
dihydrogen where Nia-C* is created. Nia-C* is then only in
equilibrium with Nia-SR during turnover.273 The structural
implications of this suggestion have not been completely clear,
but it has been suggested that a bridging hydride may be present
all the time during catalysis.272

In the early period, all theoretical studies on NiFe hydro-
genases led to a mechanism following the scheme in Figure 73A.
A TS with a heterolytic cleavage of the H−H bond was found.
There is essential agreement among all studies on most details of
this type of mechanism.268,269 The cleavage of the H−H bond is
heterolytic, with one hydrogen ending up as a bridging hydride
and the other one as a proton on Cys543. Due to the character of
the TS, it can be referred to as the heterolytic mechanism. A
disagreement exists concerning the oxidation state of nickel,
which is assigned as Ni(II) by most, but with one suggestion
being Ni(III).274 However, in the case of Ni(III) the reaction is
unlikely to be reversible. This would imply a quite different
mechanism for H−Hbond formation, which can not be ruled out
at the present stage. The iron is in all studies a low-spin Fe(II).
Even though near consensus on the mechanism was reached,

the search for the mechanism in Figure 73B was continued. An
interesting state in the context of a new mechanism was a Ni(I)
state, appearing at the end of the heterolytic mechanism. These
attempts were eventually successful.275 A TS for oxidative
addition was found leading to two hydrides, one bridging and one
bound to nickel. The new mechanism would then start out with

Figure 72. X-ray structure of the active site for the reduced form of NiFe
hydrogenase.270

Figure 73. Two different types of catalytic cycles for NiFe hydrogenases
suggested by experiments.
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only one turn of the heterolytic mechanism and after that
proceed with cycles based on the oxidative addition mechanism,
leading to a scheme such as that in Figure 73B.
There is a large current interest in the oxidized states of NiFe

hydrogenase. The reason for this is the problem of connecting
the hydrogenase process with water oxidation, producing O2.
Two main oxidized states of the NiFe cofactor have been
identified. In Ni-B, there is a bridging hydroxide between Ni(III)
and Fe(II). It is inactive for H2 cleavage, but is relatively easily
activated. The Ni-A state is more problematic and is difficult to
reactivate. At the highest resolution (1.1 Å) it was concluded that
Ni-A is a peroxide with one oxygen bridging between the metals
and the other oxygen on nickel.270,276 Only a few theoretical
studies of the formation and reactivation of Ni-A have been
made,277,278 and the peroxide structure was used only in one of
them.268,278 The calculations suggested that the peroxide was
easily cleaved upon acceptance of one electron and one proton
into one terminal (on nickel) and a bridging hydroxide ligand. Its
activation requires two additional electrons and protons and is
therefore slow. Several oxygen-insensitive NiFe hydrogenases
have been found. In these enzymes, the Ni-A state is activated by
two electrons supplied from the proximal FeS cluster.279 Two
DFT studies have been performed for the details of the
mechanism of how the electrons are released from the
cluster.280,281

The second major class of hydrogenases are the FeFe
hydrogenases, which are generally found to catalyze H−H
bond formation in contrast to most of the NiFe hydrogenases.
The X-ray structure of the active site, known as the H cluster, is
shown in Figure 74.282,283 It consists of an iron dimer, the

putative site of H2 cleavage, bridged by a cysteine to an FeS
cluster. Each iron atom of the dimer is coordinated by one
terminally bound cyanide and one terminally bound carbonyl
ligand. The two irons are bridged by a five-atom dithiolate.
The most accepted mechanism for H2 cleavage has been

suggested by Hall et al.284 Dihydrogen is cleaved heterolytically
by an Fe(II)Fe(II) form of the iron dimer, where a proton ends
up at the nitrogen of the μ-SCH2NHCH2S (PDT) and the
second hydrogen becomes a bridging hydride. De Gioia et al.285

suggested an alternative to the Hall mechanism, in which the μ-

CO-Fe(I)Fe(II) form rearranges to a form where the bridging
carbonyl moves to a terminal position. Dihydrogen is then
cleaved between the irons, where the bridging CO was originally
bound. One proton ends up on a sulfur atom of the bridging
dithiolate, rather than on a nitrogen of PDT as in the Hall
mechanism; the other one becomes a bridging hydride.
There are some clear similarities between the mechanisms for

NiFe hydrogenase and FeFe hydrogenase. In both mechanisms,
there is an activation step that leads to a catalytically active metal
dimer at the (I,II) redox level. In the oxidative addition part of the
NiFe mechanism and in the Hall version of the FeFe mechanism,
the activation of H2 furthermore occurs at a terminal position of
one of the metals. A major difference is that heterolytic cleavage
is used throughout in the FeFe case, while this type of cleavage is
only used in the initial activation in the NiFe case.

8. NITROGENASE
The molybdenum-containing nitrogenase catalyzes the reduc-
tion of dinitrogen to two ammonia molecules and one hydrogen
molecule consuming eight electrons, eight protons, and sixteen
ATP molecules. The active site catalyst of the most common
nitrogenases is a cluster with seven iron atoms and one
molybdenum atom connected by sulfide bridges; see Figure
75. Themechanism of this enzyme is one of the most challenging
ones in the area of biochemistry.

A very surprising feature of the FeMo cofactor is that there is
an atom X in the center of the cluster, whose origin was unknown
until quite recently. In fact, even the presence of X was unknown
as long as a decade after the first 2.7 Å resolution structure of the
enzyme appeared in 1992.286 The central atom was seen only
when a very high resolution structure with 1.16 Å resolution was
determined in 2002.287 X was suggested to be carbon, nitrogen,
or oxygen. Two years ago, a combined X-ray emission and
theoretical study finally revealed that X is a carbon atom.288 In
parallel, an X-ray structure with an even higher resolution came
to the same conclusion.289

The current status on the mechanism of nitrogenase has
recently been reviewed by Seefeldt et al.290 and computational
studies by Tuzcek.291 A severe difficulty has been to trap any
intermediates in the reaction, but there has recently been some
progress. Spectroscopic analysis of species derived from four

Figure 74. X-ray structure of the active site for FeFe hydrogenase.282

Figure 75. FeMo cofactor of nitrogenase.
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substrates, dinitrogen, hydrazine, methyldiazene, and diazene,
reveals that each is bound with a single type of nitrogen. All
substrates appear to bind to a single FeS face. The state activated
for N2 binding is obtained by reduction and accumulation of four
protons and electrons. The limited current information tends to
favor a pathway where the N−H bonds are formed on the two
nitrogens in an alternating fashion, with cleavage of the N−N
bond at a late stage. This is in contrast to the industrial Haber−
Bosch process for ammonia synthesis, where this cleavage occurs
before the protonations of the nitrogens.292,293

During the first decade after the first X-ray structure, mainly
two theoretical groups, the groups of Noodleman294 and
Dance,295 were involved in mechanistic work. This work was,
of course, quite hampered by the fact that the presence of X was
not known. Nevertheless, very detailed investigations of optimal
redox states were made using advanced broken symmetry
techniques. Without the interstitial atom, Noodleman et al.,294

using a variety of density functionals, concluded that the resting
state should be Mo4+6Fe2+Fe3+, which produced metal hyperfine
and Mössbauer isomer shifts that agreed well with experimental
results. Interestingly, the geometries were also in excellent
agreement with experiments even without the atom X. A later
study including the atom X gave the assignment
Mo4+4Fe2+3Fe3+. It was found difficult to conlude the identity
of X on the basis of comparisons to spectroscopic results.
Using DFT with the BLYP functional, Dance derived a

chemical mechanism for ammonia formation.295 An important
part of the mechanism is that the protons are supplied via a chain
of residues including water molecules that end at two specific
sulfurs. A full diagram including transition states for 21 steps was
calculated. N2 was found to be η2-coordinated to an endo
position of one Fe atom of a prehydrogenated FeMo cofactor,
and the reaction passes through N2H2 and N2H4 intermediates.
Hydrogenation of N2 and the intermediates is intramolecular and
does not involve direct protonations from surrounding residues.
The interstitial X atom was chosen as nitrogen.
Blöchl et al. studied N2 binding to the FeMo cofactor using

Car−Parrinello molecular dynamics with the PBE functional and
found axial and bridging binding modes of N2 to the prismane Fe
sites followed by cleavage of a protonated sulfur bridge.296 The
binding to molybdenum was found to be endergonic. Two
different pathways for ammonia formation were found, one
starting with a bridging N2 and the other one an axially boundN2.
These pathways were found to connect at an early stage in the
mechanism. Nørskov et al. studied the entire mechanism,
including N2H2 and N2H4 intermediates.297 Protonations were
found to occur in an alternating fashion, with the initial reduction
of N2 being rate-limiting. Ahlrichs et al. studied several steps in
the catalytic cycle using the BP86 and B3LYP functionals.298

They found N2 binding in a cavity of the cluster with a
Mo4+6Fe2+Fe3+ configuration. A nitrogen was used as X. Full
protonations of one nitrogen of N2 was found to occur before
protonation of the other nitrogen started. Recently, Szilagyi et al.,
using the BP86 and B3LYP functionals, suggested a more
oxidized resting state, Mo4+2Fe2+5Fe3+, than those from earlier
proposals.299 A central carbon atom was used, and the
homocitrate ligand was found hydroxyl-protonated. Even more
recently, Yan et al.300 performed a combined experimental
(FTIR) and theoretical (DFT with PBE) study of CO bound to
the FeMo cofactor. The structures with the best match between
measured and calculated frequencies were used to identify the
binding positions.

9. METHYL-COENZYME M REDUCTASE
Methyl-coenzyme M reductase (MCR) is a nickel-containing
enzyme responsible for the formation of the major part of the
naturally produced methane. X-ray structures have been
obtained for several forms of the enzyme.301a,b,c The active site
of MCR (see Figure 76) contains a nickel porphyrinoid cofactor

denoted F430. It is deeply buried and accessible from the outside
through a long channel, through which the two substrate
cofactors CoB and CoM can reach F430. The sulfurs of the
cofactors end up about 6 Å from each other. For the optimal
structure, the sulfur of CoM is hydrogen-bonded by two
tyrosines and a weakly bound glutamine is the proximal ligand of
nickel. In view of the presence of Ni−C bonds in other Ni
enzymes and of Co−C bonds in many derivatives of the well-
known and somewhat related coenzyme B12, the mechanisms
suggested experimentally for methanogenesis have all involved
formation of a Ni−CH3 bond at some point, usually followed by
protonolysis to release methane301a,b,c,302a following the
equation

− − + − − → − − − +CoB S H CoM S CH CoB S S CoM CH3 4

The energetics obtained by DFT calculations suggests a quite
different mechanism.303a In this mechanism, an intermediate is
formed with a Ni−S bond rather than a Ni−C bond. The Ni−S
bond is formed to CoM concertedly with the cleavage of the S−
CH3 bond. Also, in near concert with that reaction step, the
methyl radical released abstracts a hydrogen fromCoB and forms
methane. Subsequently, in a separate second step, the S−S bond
is formed between CoM−S and CoB−S. The mechanism is not
in conflict with any known experimental results. Instead, a few
key experimental results support this mechanism. First, the
methyl group is found to be inverted at carbon. Second,
optimized transition states for smaller models without any
constraints have a distance between the sulfurs of 6.2 Å, which is
very close to the distance found in the X-ray structure of

Figure 76. Optimized structure of the active site of MCR.
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MCR.301b This means that the enzyme is perfectly set up for this
type of TS. The mechanism is also in line with results obtained
for the substrates CHF2−S−CoM and CF3−S−CoM, where the
latter is inactive. This is explained by a too high barrier for
inversion of the CF3 radical.
The theoretical mechanism has been questioned several times

on the basis of new experiments. First, a Ni−CH3 intermediate
was found for the substrates CH3I.

302b However, model
calculations showed that there is a large energetic difference
between the formation of the Ni−CH3 intermediate for the
natural substrate and for CH3I. In the latter case, it is indeed a
stable intermediate, while in the former it is far from stable.303b In
another experiment, the reverse reaction with anaerobic
oxidation was observed.301d,e The different steps of the
mechanism found were consistent with the theoretical
mechanism, including two separate transition states and a rather
stable intermediate, but the relative rates for the forward and
backward reaction were not in agreement with the calculations in
the first MCR study.303a Calculations were therefore repeated
with a more accurate treatment of entropy and dispersion,
leading to excellent agreement with the new experiments.303c

10. COENZYME B12-DEPENDENT ENZYMES
Cobalamin, commonly known as vitamin B12, is a cofactor
involved in many enzymatic reactions. It contains a low-spin
hexacoordinated Co(III) that is equatorially ligated by four
nitrogen atoms of a corrin ring. An optimized structure of this
cofactor is shown in Figure 77. The different chemical forms of

cobalamin differ by the upper axial ligand, which can be a methyl
group or an adenosyl group. The electronic structure and
spectroscopic properties of cobalamin have been extensively
studied using quantum chemical methods, and the results were
recently summarized by Brunold and co-workers.304 In (5′-
deoxyadenosyl)cobalamin (AdoCbl)-dependent enzymes, the
reaction starts by a homolytic cleavage of the Co−C bond,

leading to the formation of a deoxyadenosyl radical (Ado radical)
and Co(II). This Ado radical then abstracts a hydrogen atom
from the substrate to generate a substrate radical, which
subsequently rearranges to form a product radical. In the final
step, the hydrogen atom is transferred back from Ado to the
product radical, and the resulting Ado radical recombines with
Co(II) to close the catalytic cycle.
A large number of theoretical studies have been concerned

with the energetics of the Co−C dissociation process. It has been
studied in both model complexes and different enzyme
environments, using various levels of theory.305 A recent review
by Jensen and Ryde summarizes many of the results and puts
them in a historic context.308

Different DFT functionals gave considerably different results.
B3LYP, for example, yielded bond dissociation energies (BDEs)
that were underestimated by about 20 kcal/mol,305a while BP86
gave much better results. However, very importantly, it was later
found that inclusion of empirical dispersion corrections to
B3LYP (B3LYP-D) gave much better agreement with experi-
ments.306,307 The trans axial N-base was found to have only a
minor effect on the homolytic Co−C bond dissociation,305b,c,d,f

while the effect is more significant for the heterolytic
cleavage.305d

In enzymes, the Co−C bond dissociation energy has to be
considerably reduced for catalysis to take place. Experimentally,
this is now known to be accompanied by a large structural change
of the enzyme caused by binding of the substrate. Crystal
structures with substrates show broken Co−C bonds.309,310

Several theoretical studies have analyzed the reason for the
reduction of the Co−C bond strength.311−315 Other quantum
chemical studies have also considered the reaction mechanisms
and other aspects of the chemistry of B12-dependent
enzymes.306,316−321 For example, using QM/MM calculations,
Jensen and Ryde studied glutamate mutase and obtained a BDE
of the Co−C bond of about 2 kcal/mol, which can be compared
to 32 kcal/mol in vacuum.311 Several factors were suggested to
contribute to this large catalytic effect, such as the cage effect, the
electrostatic stabilization of the dissociated product, the
stabilization of the protein itself, and the distortion of the
coenzyme. Empirical valence bond calculations on the
methylmalonyl-CoA mutase enzyme by Warshel and co-workers
instead suggested that strain effects had nomajor impact and that
the catalytic power is associated with electrostatic interaction
between the substrate and the enzyme surroundings.312

Very recently, calculations were done on the D-ornithine 4,5-
aminomutase using both molecular dynamics and QM/MM
calculations. The reconstruction pathway was followed from the
open, catalytically inactive, to the closed, catalytically active,
forms of the enzyme.315 It was concluded that the Co−C bond is
activated through the synergy of steric and electrostatic effects
arising from tighter interactions with the surrounding enzyme.

11. TUNGSTEN-DEPENDENT ENZYMES
Three families of tungsten-dependent enzymes are known to
date: aldehyde oxidoreductases (AORs), formate dehydro-
genases (FDHs), and acetylene hydratases (AHs).322 In all of
them, the tungsten ion is ligated by two pterin cofactors through
the four dithiolene sulfur atoms. The reaction mechanisms and
various aspects of catalysis and selectivity of members of both
AORs and AHs have been studied recently using quantum
chemical methods, and the main findings are summarized here.
Acetylene hydratase catalyzes the transformation of acetylene

to acetaldehyde.323 The crystal structure shows that, besides the

Figure 77. Optimized structure of the AdoCbl cofactor.

Chemical Reviews Review

dx.doi.org/10.1021/cr400388t | Chem. Rev. 2014, 114, 3601−36583647

http://pubs.acs.org/action/showImage?doi=10.1021/cr400388t&iName=master.img-078.jpg&w=239&h=256


two pterin molecules, a cysteine residue and a water molecule are
bound to the tungsten ion (see Figure 78).324 A second-shell Asp
residue is also known to play an important role in the reaction.325

DFT-cluster model calculations have suggested a first-shell
mechanism as shown in Figure 79.326 The reaction starts with a
ligand exchange in which the acetylene substrate displaces the
tungsten-bound water molecule. The water then performs a
nucleophilic attack on the acetylene concomitantly with a proton
transfer to the anionic second-shell aspartate to yield a vinyl
alcohol anion intermediate. The proton is subsequently
transferred back from Asp to the vinyl alcohol anion to afford
vinyl alcohol. Finally, a fast tautomerization of vinyl alcohol to
acetaldehyde can take place either at the tungsten center, with the
assistance of the aspartate, or outside the enzyme. This
mechanism thus requires the second-shell Asp residue to be in
the ionized form to activate the nucleophilic water. This was in
conflict with pH titration calculations using continuum electro-
statics and statistical thermodynamics, which indicated that the

residue should be protonated.324 It should also be mentioned
that this mechanism was subsequently reinvestigated using QM/
MMmethodology, and the conclusions were essentially the same
as with the cluster approach.327 Interestingly, a similar first-shell
mechanism has also been suggested for acetylene hydration
catalyzed by a biomimetic tungsten complex.328

Other possible reaction mechanisms have also been examined,
such as a second-shell electrophilic addition mechanism,326 a
first-shell water attack mechanism with the assistance of a neutral
Asp13 residue,329 and a first-shell mechanism via aWCCH2
vinylidene intermediate,330 but all these possibilities turned out
to be associated with high-energy barriers.
With the suggested mechanism of Figure 79, it was also

possible to rationalize some aspects of the observed chemo-
selectivity of AHs.331 For example, the facts that propyne binds
better to the tungsten than acetylene and that the barrier for its
hydration is higher explain why propyne functions as a
competitive inhibitor of AHs.
A member of the AOR family has also been studied quantum

chemically, namely, formaldehyde ferredoxin oxidoreductase
(FOR), which catalyzes the oxidation of formaldehyde to formic
acid using water as the oxygen source and ferredoxin as the
electron acceptor.332 Liberation of two electrons and two
protons from the W(IV)−H2O complex results in the formation
of a W(VI)O species, which is believed to be the starting
oxidant for the following reaction.333 The reaction mechanism of
FOR has been investigated using the cluster approach, and
among several reaction pathways considered, a possible first-shell
mechanism was suggested.334 After coordination of the aldehyde
substrate to the tungsten, the WO performs a nucleophilic
attack on the formaldehyde carbon, resulting in the formation of
a tetrahedral intermediate. An important second-shell glutamate
residue then acts as a general base to abstract a proton from the
intermediate, coupled with a two-electron reduction of the
tungsten ion.
In a number of molybdenum and tungsten enzymes, these two

metals can replace each other.335−338 This is, however, not the
case for FOR, since incorporation of Mo instead of W results in
the inactivation of the enzyme.339 Calculations have been used to
rationalize this result, and on the basis of experimental and
calculated redox potentials, it is suggested the reason is that the
formation of the Mo(VI)O species is highly unfavorable.340

12. ZINC-DEPENDENT ENZYMES

Zinc is silent to most spectroscopic methods, and calculations
can therefore provide an excellent complement to the
experimental work. Over the years, a large number of different
zinc-dependent enzymes have been studied with quantum

Figure 78. Crystal structure of the acetylene hydratase active site.324

Figure 79. Reaction mechanism of acetylene hydratase suggested on the basis of DFT calculations.326
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chemical methods, using both the cluster approach and various
QM/MM techniques.341,342 It is beyond the scope of this review
to discuss all these studies. Instead, we will only give a couple of
examples with focus on multinuclear zinc enzymes to illustrate
the capabilities of the methods and some of the main mechanistic
results.
In recent years, quantum chemistry has been employed to

investigate the reaction mechanisms of quite a number of
dinuclear zinc enzymes. These include phosphotriesterase
(PTE),343 RNase Z,344 aminopeptidase from Aeromonas
proteolytica (AAP),345 dihydroorotase (DHO),346 human renal
dipeptidase (hrDP),347 glyoxalase II,348 N-acylhomoserine
lactone hydrolase (AHL lactonase),349 alkaline phosphatase
(AP),350 β-lactamase,351 glutamate carboxypeptidase II,352

prolidase,353 nucleotide pyrophosphatase/phosphodiesterase,354

and methionine aminopeptidase.355

The enzymes catalyze a wide variety of hydrolytic reactions,
such as phosphate, peptide, and ester bond hydrolyses. A
common feature of these enzymes is that the two zinc centers are
bridged by a hydroxide ion, and one of the important questions in
this regard is whether the bridging hydroxide acts as a
nucleophile, attacking the substrate directly, or as a general
base, activating a water molecule that in turn performs the
nucleophilic attack.356 Other questions concern the specific roles
of the two zinc ions and how they cooperate to affect the
reactions.357 The calculations have in many cases been able to
resolve these issues.
Here, as an illustrative example, we briefly discuss the case of

phosphotriesterase, for which both cluster and QM/MM
calculations have been performed in recent years. PTE catalyzes
the hydrolysis of a range of organophosphate triesters, which are
extremely toxic compounds.358 Besides the hydroxide, the two
zinc ions are bridged by a carboxylated lysine residue.359

Cluster calculations using an active site model consisting of the
zinc ions and truncated models of the first-shell residues (less
than 100 atoms; see Figure 80) were performed to investigate the
PTE reaction mechanism.343a The substrate was found to bind
monodentately to one of the zinc ions, and the reaction was
calculated to follow a stepwise associative mechanism in which
the bridging hydroxide performs the nucleophilic attack to yield a
pentacoordinate phosphorus intermediate which then decays to
release the leaving group. The resulting diethyl phosphate was
found to bind bidentately to the binuclear metal center.
Similar calculations were performed to study the alternative

mechanism in which a Zn-bound water molecule performs the

nucleophilic attack, activated by a proton transfer to the bridging
hydroxide (Figure 80).356b The calculations showed that this
scenario is associated with a higher barrier than the direct
nucleophilic attack by the bridging hydroxide (ca. 6 kcal/mol
higher).343c The conclusions of the cluster calculations are
consistent with crystal structures showing the product
phosphodiester binding to the dizinc center through two of its
oxygens.343c

Several QM/MM studies employing different setups have also
been performed to investigate the PTE reaction.343d,e,f Overall,
these studies predict reasonable barriers for the hydrolysis
reaction, although in some cases the barriers are a bit
overestimated compared to experimental rate constants.343d,f

Mechanistically, they differ in some important aspects from the
cluster calculations and differ also among each other. For
example, one study yielded a stepwise mechanism,343d while in
two others the mechanism was found to be concerted; i.e., no
pentacoordinate intermediate was located.343e,f Also, all studies
found the diethyl phosphate product to bind monodentately to
the metal center, which seems to be at odds with the
crystallographic results.358

Similar mechanistic studies have been performed for trinuclear
zinc enzymes. Three such enzymes are known to date, namely,
phospholipase C (PLC),360 nuclease P1 (NP1),361 and
endonuclease IV (Endo IV),362 all of which are involved in
phosphate hydrolysis. The reaction mechanisms of all three
enzymes have been studied theoretically, PLC363 and NP1364

with the cluster approach and Endo IV with QM/MM.365

Here, we briefly mention the main results obtained from the
calculations for the case of PLC. This enzyme catalyzes the
hydrolysis of phospholipids to yield diacylglycerol and a
phosphorylated headgroup.366 One of the mechanistic questions
is whether the substrate phosphate oxygen displaces the
hydroxide bridging Zn1 and Zn3 (Figure 81).367,368 If this is
the case, a Zn1-bound water molecule acts as the nucleophile for
the reaction.367 Alternatively, the hydroxide bridging Zn1 and
Zn3 can perform the nucleophilic attack.368 Both mechanistic
scenarios have been considered using a cluster model of the
enzyme.363 In line with the experimental estimates,369 and
similarly to the PTE case, the calculated barrier for the hydroxide
attack was found to be ca. 6 kcal/mol lower than for the attack by
a terminal water.

Figure 80. Optimized transition states for nucleophilic vs base mechanisms in phosphotriesterase.343a,c
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13. MOLYBDENUM-DEPENDENT ENZYMES
Molybdenum enzymes catalyze a wide range of redox
reactions.370,371 The active sites usually contain one or two
pterin cofactors bound to the metal (Figure 82). In recent years,

quite a number of Mo-dependent enzymes have been studied
using quantum chemical methodology, such as nitrate
reductase,372 DMSO reductase,373 sulfite oxidase,374 ethyl-
benzene dehydrogenase,375 aldehyde oxidoreductase,376 xan-
thine oxidase,377 and formate dehydronegase.378 The results have
been summarized in a recent review by Metz and Thiel.379 Here,
to illustrate some of the concepts, we mention briefly some of the
important findings for a couple of these enzymes that turn out to
have quite different reaction mechanisms, namely, nitrate
reductase372 and xanthine oxidase.377

Nitrate reductase catalyzes the reduction of nitrate to nitrite,
which is one of the important reactions in biological nitrogen
metabolism. Russo and co-workers first reported DFT
calculations372a to elucidate the N−O bond cleavage mechanism
using the crystal structure available at that time, in which the
Mo(VI) ion is ligated to two pterin cofactors and a cysteine.380

The calculations showed that the oxygen transfer proceeds via a
first-shell mechanism and that the singlet state is slightly
preferred compared to the triplet state. However, subsequent
revision of the crystal structure revealed an extra sulfido ligand to
the metal.381 On the basis of this new information, new
calculations have shown that Mo(VI) can be reduced to Mo(IV)
by forming a S−S bond between the sulfido and cysteine ligand,
which creates an empty site for the coordination of the nitrate
substrate.372d,e,f Subsequently, an oxygen atom is transferred
from nitrate to Mo(IV) to generate the Mo(VI)O product
complex. For this first-shell mechanism, two different scenarios
have been considered, one with and one without the interaction
of cysteine with the metal. This interaction facilitates the oxygen

transfer and lowers the barrier somewhat.372f The second-shell
mechanism, in which the oxygen atom is transferred to the sulfur
atom, turns out to have a very high barrier.372e,f From the
calculations it could thus be concluded that the first-shell
mechanism involving direct coordination of substrate to metal is
more favorable.
The second example is xanthine oxidase, which catalyzes the

transformation of xanthine to uric acid in the last step of the
purine nucleotide metabolism. Its molybdenum coordination
environment is composed of a pterin molecule, an oxo group, a
hydroxide, and a sulfido group (Figure 82).382 QM/MM
calculations by Metz and Thiel have demonstrated that a
second-shell glutamate residue plays an important role in the
deprotonation of the Mo−hydroxide to generate an oxyanion,
which then performs a nucleophilic attack on the substrate to
form a tetrahedral intermediate.377b In the subsequent step, a
hydride is transferred from the substrate to the sulfido group,
coupled with two-electron transfer to the metal. This hydride
transfer was calculated to be the rate-limiting step.377b One of the
important findings from the calculations is that the substrate has
several different tautomers and also different protonation states,
and two possible orientations are accessible in the enzyme−
substrate complex.377b The substrate-bindingmode suggested on
the basis of calculations has been used to rationalize the fact that
the enzyme has activity toward 1-methyl-2,6-dioxopurine but no
activity toward 1-methyl-6-oxopurine.383,384 QM/MM calcula-
tions have also been used to investigate the effects of replacing
the hydride acceptor sulfido ligand by an oxo or a selenido
ligand.377c The oxo form was found to have a very high barrier, in
agreement with experimental findings,385 while the selenido form
gave a barrier similar to that of the sulfido form.

14. SUMMARY

In the present review we have described the status of high-
accuracy, mainly DFT, studies of mechanisms for metal-
loenzymes. From being of marginal importance, this area has
during the past 15 years gradually grown to become of at least
equal importance compared to traditional spectroscopic studies.
By far most of the studies of redox mechanisms until now have
used the cluster approach, but there are also a significant number
where the QM/MM approach has been used, in particular for
P450.
The most challenging mechanisms studied have been the ones

where electrons and protons are entering or are being released.
The methods available are at present not sufficiently accurate for
determining absolute pKa values and redox potentials. However,
relative values are often of high accuracy, which can be used to
make the calculations predictive. This normally requires
empirical information as described in the sections on photosyn-
thesis (PSII) and respiration (CcO). The knowledge of the total
driving force, obtained from experimental redox potentials, is
enough to accurately position every second line in the energy
diagrams from just relative values. The use of an additional
empirical parameter is enough to also determine the individual
pKa values and redox potentials. Still, there are cases where even
the normally most reliable DFT methods fail to be sufficiently
accurate even for relative energies. In those cases even more
empirical information is necessary at present. This area is
probably the one in which most effort will be spent in the future
for further improvements of the methods for treating
mechanisms of redox-active enzymes.

Figure 81. Two possible mechanisms considered for phosphate
hydrolysis by PLC.363

Figure 82. Schematic drawing of the metal sites of some Mo-dependent
enzymes.
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M. J.; Romaõ, C. C.; Moura, I.; Moura, J. J. G. J. Comput. Chem. 2009, 30,
2446. (f) Xie, H.; Cao, Z. Organometallics 2010, 29, 436. (g) Silaghi-
Dumitrescu, R.; Mich, M.; Matyas, C.; Cooper, C. E. Nitric Oxide 2012,
26, 27.
(373) (a) Thomson, L. M.; Hall, M. B. J. Am. Chem. Soc. 2001, 123,
3995. (b) Thapper, A.; Deeth, R. J.; Nordlander, E. Inorg. Chem. 2002,
41, 6695. (c)Mohr, M.; McNamara, J. P.; Wang, H.; Rajeev, S. A.; Ge, J.;
Morgado, C. A.; Hillier, I. H. Faraday Discuss. 2003, 124, 413.
(d) Kaupp,M.Angew. Chem., Int. Ed. 2004, 43, 546. (e)McNamara, J. P.;
Mohr, M.; Hillier, I. H.Mol. Phys. 2005, 103, 3465. (f) McNamara, J. P.;
Hillier, I. H.; Bhachu, T. S.; Garner, C. D. Dalton Trans. 2005, 3572.
(g) McNamara, J. P.; Joule, J. A.; Hillier, I. H.; Garner, C. D. Chem.
Commun. 2005, 177. (h) Hofmann, M. J. Mol. Struct.: THEOCHEM
2006, 773, 59. (i) Hofmann, M. Inorg. Chem. 2008, 47, 5546.
(j) Hernandez-Marin, E.; Ziegler, T. Can. J. Chem. 2010, 88, 683.
(k) Tenderholt, A. L.; Hodgson, K. O.; Hedman, B.; Holm, R. H.;
Solomon, E. I. Inorg. Chem. 2012, 51, 3436. (l) Li, J.-L.; Mata, R. A.;
Ryde, U. J. Chem. Theory Comput. 2013, 9, 1799.
(374) (a) Pal, K.; Chaundhury, P. K.; Sarkar, S. Chem.Asian J. 2007,
2, 956. (b) Hernandez-Marin, E.; Ziegler, T. Inorg. Chem. 2009, 48,
1323.
(375) (a) Szaleniec, M.; Borowski, T.; Schühle, K.; Witko, M.; Heider,
J. J. Am. Chem. Soc. 2010, 132, 6014. (b) Szaleniec, M.; Salwinski, A.;
Borowski, T.; Heider, J.; Witko, M. Int. J. Quantum Chem. 2012, 112,
1990.
(376) (a) Bray, M. R.; Deeth, R. J. J. Chem. Soc., Dalton Trans. 1997,
1267. (b) Voityuk, A. A.; Albert, K.; Romaõ, M. J.; Huber, R.; Rösch, N.
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