
Published: March 29, 2011

r 2011 American Chemical Society 1494 dx.doi.org/10.1021/ct200031t | J. Chem. Theory Comput. 2011, 7, 1494–1501

ARTICLE

pubs.acs.org/JCTC

Quantum Chemical Modeling of Enzymatic Reactions: The Case of
Decarboxylation
Rong-Zhen Liao,†,‡ Jian-Guo Yu,‡ and Fahmi Himo*,†

†Department of Organic Chemistry, Arrhenius Laboratory, Stockholm University, SE-10691 Stockholm, Sweden
‡College of Chemistry, Beijing Normal University, Beijing, 100875, People’s Republic of China

bS Supporting Information

ABSTRACT:We present a systematic study of the decarboxylation step of the enzyme aspartate decarboxylase with the purpose of
assessing the quantum chemical cluster approach for modeling this important class of decarboxylase enzymes. Active site models
ranging in size from 27 to 220 atoms are designed, and the barrier and reaction energy of this step are evaluated. To model the
enzyme surrounding, homogeneous polarizable medium techniques are used with several dielectric constants. The main conclusion
is that when the active site model reaches a certain size, the solvation effects from the surroundings saturate. Similar results have
previously been obtained from systematic studies of other classes of enzymes, suggesting that they are of a quite general nature.

I. INTRODUCTION

The use of quantum chemical models of enzyme active sites
has proven very powerful in the study of both enzyme reaction
mechanisms and various active site properties.1 The philosophy
of the approach, commonly called the cluster approach, is to cut
out a rather limited part of the enzyme active site, a cluster, and
use accurate electronic structure methods to calculate geome-
tries, energies, and other properties. The electronic structure
method of choice has been density functional theory (DFT), in
particular, the B3LYP hybrid functional.2

In the cluster approach, two procedures are commonly used to
compensate for the fact that a large part of the enzyme is not
treated explicitly. To account for possible steric effects exerted by
the enzyme surroundings on the cluster, a number of centers,
typically where truncations are made, are kept fixed in the
geometry optimizations. This procedure is necessary to prevent
unrealistic movements of the various groups of the active site.

To account for electrostatic polarization effects, dielectric
cavity techniques are usually used. The surrounding enzyme is
assumed to be a homogeneous polarizable continuum with some
dielectric constant ε. The choice of this dielectric constant is
somewhat arbitrary and has been a matter of discussion, but
usually ε = 4 is used.

The combination of these two approximations has been
shown to be a quite robust protocol that indeed is sufficient to
elucidate reaction mechanisms, distinguish between different
mechanistic scenarios, and analyze the roles of various parts in
the active site. Ten years ago, typical cluster models consisted of
ca. 50 atoms, while today 150 atom models are quite common.
Consequently, the scope of applications has been broadened
considerably. Through the large number of applications in recent
years, it has been demonstrated that the approach has a wide
applicability, as essentially all classes of enzymes have been
modeled quite successfully.3

It is easy to realize that as the size of the model grows, a
better description of the active site is achieved, and both the

coordinate-locking scheme and the implicit solvation model will
work better and better because the model will be more flexible
and more of the polarization effects will be already explicitly
included in the cluster model. The question has been how large a
model one needs to use before the effects saturate. Saturation of
solvation effects in this sense means that the addition of these
does not influence the energy profile of the reaction under
investigation; i.e., the relative energies are the same with and
without the inclusion of implicit solvation. At that point, the exact
choice of the dielectric constant becomes an irrelevant issue.

Recently, by performing systematic studies in which the size of
the cluster model was gradually increased, we have shown that
saturation of the solvation effect happens surprisingly fast, at a
model size of less than 200 atoms. This has been demonstrated
for three cases that potentially could be problematic for the
cluster approach, namely, (a) the formation of an ion pair in the
reaction of 4-oxalocrotonate tautomerase (4-OT),4 (b) the
release of a chloride ion in the reaction of haloalcohol dehalo-
genase (HheC),5 and (c) the transfer of a methyl cation in the
reaction of histone lysine methyltransferase (HKMT).6

In the present paper, we further examine the scope of this
cluster methodology by studying another important class of
enzymes, namely, decarboxylases. Here, from being an anionic
moiety (R�COOh), CO2 is released as a neutral gas, which could
provide additional challenges where the cluster approach needs
to be evaluated.

Scheme 1. Reaction Catalyzed by AspDC
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A number of enzymes catalyzing carboxylation/decarboxyla-
tion reactions have previously been studied both with the cluster
approach7 and with QM/MM methodologies.8 The specific
enzyme considered in the present work is L-aspartate R-decar-
boxylase (AspDC), which catalyzes the decarboxylation of L-
aspartate to β-alanine (Scheme 1).9 This reaction is essential for
the biosynthesis of pantothenate (vitamin B5) and coenzyme A
in bacteria.10

AspDC belongs to the class of decarboxylases that utilize a
covalently bound pyruvoyl group that is generated through an
autoproteolytic cleavage reaction.9c,11 The suggested reaction
mechanism for AspDC is given in Scheme 2.12 It involves an
initial iminium formation step, followed by a C�Cbond cleavage
step which releases the carbon dioxide. Protonation and hydro-
lysis steps complete the reaction to give the final product and
regenerate the pyruvoyl cofactor.

Because we are, in the present paper, only interested in the
methodological issues, we will assume that this mechanism is
correct and will focus only on the key C�C cleavage step. Several
models of the AspDC active site are systematically devised to
investigate how the reaction energetics and solvation effects
change with the model size.

II. COMPUTATIONAL DETAILS

All calculations presented herein were performed using the
density functional theory method B3LYP as implemented in
Gaussian 03.13 For geometry optimizations, the 6-31G(d,p) basis
set was used. In order to obtain more accurate energies, single-
point calculations based on the optimized geometries were done
using the 6-311þG(2d,2p) basis set. Solvation effects were
calculated at the same level as the geometry optimizations by

Scheme 2. Suggested Reaction Mechanism of AspDCa

aThe frame indicates the C�C cleavage step studied in the present work.

Figure 1. Optimized structures of the reactant, transition state, and product for model 0. Distances in Ångstroms. The carboxylate —OCO angle is
indicated.
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performing single-point calculations on the optimized structures
using the conductor-like polarizable continuum model method
(CPCM).14 Five different dielectric constants were used, namely
ε = 2, 4, 8, 16, and 80. For models 0, I, II, and III (see below),
zero-point energy (ZPE) corrections were calculated at the same
level as geometry optimizations. For models IV.1, IV.2, and V,
the size of the models prohibited the frequency calculations.
Thus, for these models, the ZPE correction was taken from
model III.

As discussed in the Introduction, a number of atoms are
kept fixed during the geometry optimizations to prevent
unrealistic movements of the various groups in the models.
This technique leads to a few small imaginary frequencies, in
this case all below 40i cm�1. These frequencies contribute
insignificantly to the ZPE and can be ignored. However, they
make the calculation of harmonic entropy effects inaccurate.
Therefore, the entropy effects were not considered for models
I�V, see discussion below.

It is important to point out here that when working with large
models of enzyme active sites, like the ones used in the present
work, multiple-minima problems can appear, which can lead to
unreliable relative energies. We have, by careful visual inspection,
confirmed that the parts that do not directly participate in the
reaction are in the same local minima throughout the reaction.

The above-mentioned coordinate locking scheme facilitates this
procedure to some extent.

III. RESULTS AND DISCUSSION

III.A. Pyruvoyl-Catalyzed Decarboxylation. We first con-
sider the decarboxylation step of only the substrate covalently
bound to the pyruvoyl, i.e., without any surrounding active site
residues. In this model, which we call model 0, the cofactor is
truncated at the R-carbon of Ile26 and the β-carboxylic group of
the substrate aspartate is in the protonated form. In the active
site, this group forms salt bridges to the Arg540 residue, and when
the latter is not explicitly included in the model, it is a better
choice to protonate the group rather than using the anion model
to avoid charge delocalization problems in the calculations.15

The model consists of 27 atoms and has a total charge of 0. The
optimized structures of the reactant, transition state (TS), and
product species are shown in Figure 1.
In the catalytic cycle of AspDC, the formation of the Schiff

base (iminium intermediate) leads to weakening of the C�C
bond and hence the facilitation of the decarboxylation step. In the
zwitterionic reactant structure of model 0, we see that the
positive charge at NH is stabilized by two hydrogen bonds to
the neighboring β-carboxylic acid group and the carbonyl oxy-
gen. It is interesting to note how the scissile C�C bond is
weakened, having a bond length of 1.75 Å, considerably longer
than a normal C�C single bond length. Indeed, the barrier for
decarboxylation is calculated to be very low for this model. In the
gas phase, the step is practically barrierless (þ0.1 kcal/mol) with
an exothermicity of 9.5 kcal/mol. The addition of solvation
effects, however, increases both the barrier and the reaction
energy, because the zwitterionic reactant structure is stabilized
more than the TS and product structures. The barrier increases
to, e.g., 5.2 kcal/mol, and the reaction energy becomes only �
1.0 kcal/mol when ε = 80 is used. All energies are reported in
Table 1.
Before presenting the results concerning the active site

models, one additional issue needs to be discussed here, namely,
the entropic effects. The decarboxylation step results in the
decomposition of the reactant molecule into two, an imine and a
carbon dioxide. The entropy effects could potentially contribute
in a non-negligible way to the energetics. We have calculated the
harmonic entropy effects for model 0, and it turns out that at
room temperature (298.15 K), the entropy effects increase the

Table 1. Summary of the Calculated Energetics (kcal/mol)
for the Decarboxylation Step Using VariousModels of AspDC

ε = 1 ε = 2 ε = 4 ε = 8 ε = 16 ε = 80

model 0 (27 atoms) ΔE‡ 0.1 2.3 3.7 4.5 4.9 5.2

ΔE �9.5 �5.7 �3.5 �2.2 �1.5 �1.0

model I (76 atoms) ΔE‡ 8.3 12.0 14.2 15.5 16.1 16.7

ΔE þ0.3 þ2.9 þ4.5 þ5.5 þ6.0 þ6.5

model II (95 atoms) ΔE‡ 8.8 11.9 13.6 14.7 15.3 15.7

ΔE �0.6 þ2.6 þ4.5 þ5.6 þ6.2 þ6.7

model III (135 atoms) ΔE‡ 9.0 11.4 12.9 13.5 13.9 14.2

ΔE þ0.8 þ2.5 þ3.5 þ4.1 þ4.3 þ4.6

model IV.1 (166 atoms) ΔE‡ 13.9 13.1 12.7 12.5 12.4 12.3

ΔE þ9.9 þ8.7 þ8.0 þ7.6 þ7.4 þ7.2

model IV.2 (189 atoms) ΔE‡ 13.0 15.6 17.0 17.8 18.2 18.5

ΔE þ4.2 þ7.7 þ9.8 þ9.9 þ10.5 þ10.9

model V (220 atoms) ΔE‡ 13.5 13.5 13.4 13.3 13.3 13.3

ΔE þ9.0 þ9.6 þ9.9 þ10.0 þ10.0 þ10.0

Figure 2. Optimized stationary points for model I. Centers indicated by asterisks are kept fixed during the geometry optimizations.
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barrier by less than 0.1 kcal/mol. This is a very important result that
justifies the omission of entropy effects for the barriers in the
active site models. It is also consistent with results from QM/MM
free energy calculations on the histone lysine methyltransferase
enzyme, where it was found that the potential energy and the
free energy barriers differed by only 1 kcal/mol.16 Very similar
conclusions were reached by Thiel and co-workers in their studies
on p-hydroxybenzoate hydroxylase, 50-fluoro-50-deoxyadenosine
synthase, P450cam, and chorismate mutase.17

For the products complex, on the other hand, the entropy
effects become larger of course, since CO2 has completely
dissociated from the molecule. This leads to a lowering of the
reaction energy by 4.2 kcal/mol.
III.B. Active Site Model I. In the following sections,

we discuss how the inclusion of active site surrounding groups
affects the energetics of this reaction. Six models, gradually
increased from 76 to 220 atoms, were constructed on the
basis of the high-resolution crystal structure of AspDC

Figure 3. Optimized structures of the reactant, transition state, and product for model II (left) and model III (right). In this and the following figures,
some hydrogen atoms are removed for clarity.
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from H. pylori in complex with aspartate amide (PDB code:
1UHE).18

The first obvious places to add groups to model 0 are the two
carboxylate groups of the substrate. To the R-carboxylate group
that is going to be cleaved, two hydrogen bond donors were
added, Tyr58 (modeled by a methylphenol) and Lys90 (modeled
by propylamine). In addition, the carboxylic moiety of the Gly24
(generated in the autocleavage step), which forms a hydrogen

bond to Lys90, is also included (modeled by an acetate
molecule), as it will affect the hydrogen-bonding properties
of the lysine. The β-carboxylate, which in model 0 was in the
protonated from, is now in the ionized form but forming
salt bridges to the cationic Arg540 residue (modeled by a
methyl-guanidinium). The resulting model, called model I and
shown in Figure 2, consists thus of 76 atoms and has a total
charge of 0.

Figure 4. Optimized structures for models IV.1 and IV.2.
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Without solvation, the calculated barrier now is 8.3 kcal/mol
and the reaction energy isþ0.3 kcal/mol (Table 1). These values
are 8�10 kcal/mol higher than the corresponding ones for
model 0. This is mainly because the added hydrogen bonds
provided by Lys90 and Tyr58 are stronger to the anionic moiety
of the reactant as compared to the TS and neutral carbon dioxide
in the product, see Figure 2.
Upon inclusion of solvation effects, both the barrier and

the reaction energy increase further (see Table 1). With ε = 4

and ε = 80, for example, the barrier increases to 14.2 and 16.7
kcal/mol, respectively, and the reaction energy increases toþ4.5
and þ6.5 kcal/mol, respectively. The solvation effects are quite
large, and additional groups are clearly needed.
III.C. Active Site Model II. Next, on the basis of model I, the

peptide backbone chain between Val70, Asn71, and Gly72 was
added (Figure 3). These groups form hydrogen bonds to the
iminium NH and the amide carbonyl. With this addition, the
active site model (model II) now consists of 95 atoms.
As seen from Figure 3, the critical geometric parameters in the

transition state are quite similar to those obtained from model I,
with a C�C distance of 2.30 Å and an —OCO angle of 155.1�.
The calculated barrier for model II is 8.8 kcal/mol, and the
reaction energy is �0.6 kcal/mol. Both of these values are also
quite close to the ones calculated for model I. The solvation
effects are still large. For example, both the barrier and the
reaction energy increase by ca. 5 and 7 kcal/mol using ε = 4 and
ε = 80, respectively.
We see thus that although two explicit hydrogen bonds to the

substrate are added to the model, the energies and solvation
effects are not changed significantly compared to model I,
indicating that more groups need to be included in the active
site model.
III.D. Active Site Model III. On the basis of model II, a larger

model consisting of 135 atoms was designed, calledmodel III, see
Figure 3. In this model, the Gly24 residue is extended to include
the peptide bond to Ile23 to give the group more flexibility.
Tyr22 and a crystallographically observed water molecule are
included to stabilize the negative charge of Gly24 carboxylate.
Furthermore, the Val59-Tyr58 peptide and the side chain of
Asn71, which form two hydrogen bonds to the Ile26-pyruvoyl
amide group, are also included.
Because of the newly added groups around the carboxylic

moiety of Gly24, this group is now in the deprotonated anionic
form (R�COOh), and the Lys90 side chain is in the protonated
cationic form (R�NH3

þ) in the reactant complex of model III.
The hydrogen bond (1.76 Å) between Lys90 and the substrate
carboxylate group becomes stronger compared to that in model
II (2.25 Å). It is interesting to note that in the transition state, the
key C�C distance is 2.29 Å and the —OCO is 155.2�, which are
very close to those in model II. The barrier is 9.0 kcal/mol, and
the product lies at þ0.8 kcal/mol, also quite close to the values
found for model II. The solvation effects are now somewhat
smaller. For instance, the barrier increases to 12.9 and 14.2 kcal/
mol, and the reaction energy increases to þ3.5 and þ4.6 kcal/
mol using ε = 4 and ε = 80, respectively.
Although the solvation effects are now smaller than before,

they are still of considerable size, and clearly more groups need to
be added before saturation is reached.
III.E. Active Site Model IV. Model III was increased in two

different ways, and the resulting models are called models IV.1
and IV.2 and consist of 166 and 189 atoms, respectively. They
differ in where the addition is made. In model IV.1, the region
around the substrate β-carboxylate and the iminium part of the
substrate is extended by Thr57 and the Gly72-Ala73-Ala74
peptide chain, while in model IV.2, the region around the
R-carboxylate is extended by the Ile60, Ile85, and Leu87 residues
(see Figure 4).
The two extensions lead to significant and different changes in

both the energies and the solvation effects as compared tomodel III.
Inmodel IV.1, the barrier is calculated to be 13.9 kcal/mol, and

the reaction energy is þ9.9 kcal/mol. In contrast to all previous

Figure 5. Optimized structures for model V.
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models, the solvation now causes a lowering of both the barrier
and the reaction energy. The solvation effects are also getting
smaller compared to the previous models (less than 2 kcal/mol
for the barrier and less than 3 kcal/mol for the reaction energy),
Model IV.2, on the other hand, has a barrier of 13.0 kcal/mol

and a reaction energy of 4.2 kcal/mol, both of which are raised by
up to 5�7 kcal/mol upon the addition of solvation.
These different results for models IV.1 and IV.2 show thus that

the newly added groups influence the model energies in different
ways. The next obvious model is to combine these two.
III.F. Active Site Model V. In model V, all of the groups added

inmodels IV.1 and IV.2 are combined into a 220 atommodel, the
largest one used in this study (Figure 5).
The barrier now is 13.5 kcal/mol, and the reaction energy is

þ9.0 kcal/mol. As seen from Table 1, the addition of solvation
effects, even with the largest dielectric constant (ε = 80), leads to
a change of the vanishingly small 0.2 kcal/mol for the barrier and
1.0 kcal/mol for the reaction energy. Most of the polarization
effects on the reactive parts are thus already explicitly included in
the cluster model, and the solvation effects can be considered as
saturated at this size.
It is also very interesting to note that the optimized

transition state for this model has a very similar local geometry
to those of the other models discussed above. For example, the
dissociating C�C bond distance is 2.30 Å and the —OCO
angle is 154.7�.

IV. CONCLUSIONS

In the present study, we have investigated how the quantum
chemical cluster approach works for the case of enzymatic
decarboxylation reactions, as exemplified by aspartate decarbox-
ylase (AspDC). The size of the active site model is systematically
increased, and the reaction barrier and energy are evaluated using
several dielectric constants for the homogeneous surrounding.

The calculations show that once the model reaches a certain
size (in this case 220 atoms) the solvation effects saturate; i.e., the
relative energies are essentially the same whether the homo-
geneous surrounding is included or not (see Table 1). We have
observed this quick convergence for several examples of different
classes of enzymes, namely, 4-oxalocrotonate tautomerase,4 in
which an ion pair is formed during the reaction; haloalcohol
dehalogenase HheC,5 in which a chloride ion is released; and
histone lysine methyltransferase,6 in which a methyl cation is
transferred. Taken together, these results suggest thus that this is
a general feature of the cluster approach.

Of course, as pointed out by Ryde and co-workers,19 conver-
gence of the solvation effects is not equivalent to convergence of
the energies (barriers and reaction energies), although they
might be related. In this context, it is particularly interesting to
note that the energies of all active site models (I�V) after
application of some solvation corrections fall within a relatively
narrow range of about 5 kcal/mol. This shows that the results are
quite stable and are already using medium-sized models certainly
in a sufficiently accurate manner to investigate mechanistic
alternatives. Considering this, it is also unlikely that groups that
are further away will affect the relative energies in any sig-
nificant way.

Here, it should be remembered that geometry optimization of
the structures is an essential requirement of the cluster approach,
contributing to the quick convergence observed. By contrast,
the QM/MM methodology exhibits a quite slow convergence

behavior,19�21 which in part could be due to the fact that
geometries are not optimized.19,20
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